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Abstract 

 

In the field of Human-Robot Interaction (HRI), the ability to recognize 

and understand human emotions plays an essential role in facilitating 

contextually appropriate and socially sensitive interactions. Explore within the 

details of how get benefit of Group Emotion Recognition (GER) regards as a 

foundation for improving decision-making processes within the context of HRI.  

To fix the problem of how to make the suitable decision, the 

methodology of this thesis consists from many steps. Begin by looking for 

using a datasets encompassing a wide array of emotional expressions and group 

scenarios. These datasets, derived from both simulated and real-world 

environments, serve as the basis for following analyses. A two-tiered approach 

to face detection, integrating Haar Cascade and Histogram of Oriented 

Gradients (HOG) Descriptors, ensures robust and efficient face detection. 

Feature extraction relies on Dlib's facial landmark detector, enriched by the 

integration of Multi-task Cascaded Convolutional Networks (MTCNN) to 

enhance accuracy. 

The contribution of this research lies in the enhancement of a 

Convolutional Neural Network model, designed for accurate multi-class image 

classification of facial expressions. This Attention CNN model, trained on the 

prepared dataset, enables precise emotion recognition with an impressive 

accuracy rate. Then this model has been tested on two types: essential and 

secondary datasets. The ROS/Gazebo Generated regarded as a main Dataset of 

23,222 images was achieved an accuracy of 98.52% across all emotion classes 

while the RAF dataset regarded as a supplementary dataset contain 3068 

images achieved around 66.69% of accuracy. 

Furthermore, a two videos dataset represent two different scenarios has 

been well preprocessed, including frame extraction, multi-face detection, and 

GER classification, follows has been applied. This process includes affective 
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steps such as face localization, emotion labeling, entropy calculation, and GER 

classification, providing valuable insights into the spatial dynamics of group 

emotions. 

Finally, the action will be taking depending on two aspects: positive or 

negative labels of the emotions of the individual’s group. Also the evaluation 

process demonstrates the model's effectiveness, achieving high accuracy in 

differentiating emotions and making informed decisions. 
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1.1 Introduction 

In recent years, the field of robotics has witnessed remarkable 

advancements, especially in human-robot interaction (HRI). The ability 

of robots to understand and respond the human emotions has become a 

crucial aspect of creating more natural and meaningful interactions with 

robots. Emotion recognition within the robotics field has demonstrated its 

transformative potential as a technology, gives robots the capability to 

distinguish and interpret human emotions [1]. Thus, this progression 

supports interactions that are filled by heightened empathy and 

personalized engagement. Thus, the emotion recognition has emerged as 

a pivotal aspect within this field, empowering robots to not only discern 

but also interpret human emotional states [2]. This transformative 

potential has lent robots the capability to engage in interactions that are 

characterized by heightened empathy and personalized engagement, 

resulting in more natural and meaningful exchanges [3]. Therefore, to 

enable this profound leap in emotional understanding, the research 

community has fervently pursued the development and deployment of a 

range of emotion recognition techniques [4]. These techniques are applied 

across diverse applications, each harnessing the power of robots' 

newfound emotional insight. For instance, within the healthcare sector, 

robots are being equipped with emotion recognition capabilities to offer 

empathetic support to patients, promoting a sense of companionship and 

emotional well-being [5]. Similarly, in educational settings, emotion-

aware robots adapt their teaching methodologies based on students' 

emotional responses, creating an adaptive and dynamic learning 

environment. Customer service is another realm where robots are being 

employed to enhance customer experiences, offering empathetic 

interactions that cater to individual emotional states [6]. The 

entertainment industry benefits from robots capable of engaging 
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audiences through emotionally rich interactions, leading to more 

immersive and captivating experiences. Finally, Facial expression 

analysis involves deducing emotional states, often utilizing techniques 

such as facial landmark detection and machine learning algorithms [7]. 

Speech analysis deciphers patterns in speech tones and prosody to infer 

emotions, making use of speech recognition and sentiment analysis 

techniques. Monitoring physiological signals, like heart rate and skin 

conductance, adds an additional layer of emotional insight. Text analysis 

delves into written or typed text to extract emotional cues, with natural 

language processing and sentiment analysis playing key roles insights 

from written or typed content [8]. 

1.2 Research Problem 

The current researches on emotion recognition in robotics mainly 

focus on collecting the emotions of individuals to determine the suitable 

decision-making situations. This research problem presents a large gap in 

the field, as the dynamics of group emotions can substantially influence 

the outcome of HRI [1]. By addressing the challenge of group emotion 

recognition, aim of studying is to provide an Attention CNN which is an 

advanced variant of a CNN that combines attention mechanisms. These 

mechanisms allow the network to dynamically emphasize specific parts 

of input data that are most relevant to the emotion recognition task [5]. 

Therefore, an Attention CNN would enable the network to allocate more 

attention to crucial aspects such as the distribution of emotions among the 

group and the sizes of individual faces in the frame. By doing so, the 

model can effectively capture and analyze key features of the emotion 

recognition system. This approach aligns well with the project's goal of 

deriving insights from multiple data resources to understand group 

emotions more comprehensively [9]. 



Chapter One           Introduction 

3 

1.3 Objectives 

The specific objectives of this research are as follows: 

1. Developing an Attention CNN model for emotion recognition: To 

build a robust and accurate emotion recognition system capable of 

detecting emotions from individual faces in a given scene. Implements 

the Attention CNN model on video data, could allow continuous emotion 

analysis in dynamic human-robot interaction scenarios. 

2. Proposing a method for determining group emotion in a scene: To 

introduce an approach that determine the emotions of a group of 

individuals based on the entropy of distributed emotions and the size of 

each face appearing in the frame. 

3. Explore the influence of positive and negative emotions on HRI 

and how emotions can impact the dynamics of HRI. To establish a robust 

framework for harmonious HRI. The frame work has strong emphasis on 

sensitivity, adaptability, and ethical considerations, enabling robots 

interpret and respond the emotional states of human groups in diverse 

scenarios. 

1.4 Scope and Limitations 

The scope of this research involves recognizing a range of 

emotions, focusing on social robots designed for interaction in diverse 

environments. However, several limitations and constraints must be 

considered.  

 The effectiveness of the proposed emotion recognition system can 

vary based on input video data quality and the accuracy of the 

trained Attention CNN model. Generalizing this method to highly 

dynamic and crowded settings may present challenges. 

 Also, hardware limitations, including processing power and 

memory capacity, could affect speed and accuracy.  
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 Similarly, sensing limitations, calibration, and maintenance are 

critical factors, as inadequate hardware maintenance might lead to 

inaccurate results.  

 Likewise, software complexities, such as bugs and compatibility 

issues, pose risks to the system's functionality. 

1.5 Thesis Structure 

This thesis is organized into five chapters to present an analysis of 

the proposed method for group emotion recognition in HRI. 

Chapter Two: Theoretical Background 

This chapter provides an overview of HRI and the significance of 

emotion recognition. It reviews existing techniques used and highlighting 

the gaps in the current literature that this research aims to address. 

Chapter Three: Proposed Methodology 

In this chapter, the development and implementation of the 

Attention CNN model for individual facial emotion recognition are 

discussed. The process of training the model and its validation on 

independent datasets is explained; also present the proposed method for 

determining group emotions and how decision making specified. 

Chapter Four: Results 

Show, discuss and analysis the result of the proposed model. 

Chapter Five: Conclusion 

Provides study conclusions and states future works. 



 

 

 

 

CHAPTER TWO 

THEORETICAL 

BACKGROUND 
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2.1 Overview 

In recent years, the field of Human-Robot Interaction (HRI) has 

advanced significantly due to the integration of cutting-edge technologies 

and a deeper understanding of human psychology and behavior. Emotions 

play a pivotal role in human communication and interaction, influencing 

social dynamics and conveying intentions. Robots need to recognize and 

interpret these emotional signals to engage effectively with humans and 

respond appropriately [10]. Decision-making in robots extends beyond 

algorithms, requiring a nuanced understanding of human emotions, 

preferences, and social cues to tailor responses and adapt to dynamic 

environments. The theoretical chapter aims to bridge emotion recognition 

and decision-making within HRI, leading to the practical implementation 

of a new approach: Human-Robot Interaction decision-making based on 

Group Emotion Recognition. It explores individual emotion recognition, 

challenges in accurate emotion recognition, and transitions to group 

emotions, delving into emotional dynamics within collective settings 

[11]. GER, introduced as an innovative paradigm, extends emotion 

recognition to multiple individuals within a scene. Concepts such as 

entropy are explored as powerful metrics for quantifying emotional 

diversity and uncertainty, enhancing understanding and shaping adaptive 

decision-making in HRI scenarios. The theoretical framework as in 

Figure 2-1 involves determining GER, emotion classification, decision-

making, and integrating a chatbot, forming the foundation for recognizing 

emotions in group settings and triggering appropriate robot behaviors. 

The interconnected approach enhances human-robot communication and 

lays the groundwork for subsequent chapters on practical implementation, 

experimental validation, and real-world implications in HRI [12]. 
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Figure 2-1 decision action based on GER. 

 

2.2 Emotion Recognition: Individual and Collective 

Understanding and interpreting human emotions is a complex yet 

essential task in the field of HRI. Individual Emotion Recognition (IER) 

is the foundational step in this process, where the objective is to 

accurately detect and classify emotions expressed by an individual 

through their facial expressions. [13]. This recognition serves as a 

fundamental building block for extending emotion analysis to group 

settings and ultimately influencing robot behaviors and interactions. At 

the core of IER is the analysis of facial expressions, it has  a wealth of 

emotional information, ranging from subtle microexpressions to overt 

macroexpressions. In the field of IER, it is important to distinguish 

between microexpressions and macroexpressions Microexpressions are 

fleeting, involuntary facial movements that occur in response to genuine 

emotions [14]. They often provide authentic cues about a person's 
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emotional state but are challenging to capture due to their rapid nature. 

Macroexpressions, on the other hand, are more sustained facial 

expressions that align with the underlying emotional state as shown in 

Figure 2-2. Here are some examples of microexpressions and 

macroexpressions for each of the six basic emotions, based on real-life 

scenarios: 

1. Fear [15]: 

* Microexpression: A person briefly widens their eyes and raises their 

eyebrows when they hear a sudden loud noise. 

* Macroexpression: Someone screams and jumps back when they 

encounter a snake unexpectedly on a hiking trail. 

2. Surprise [16]: 

* Microexpression: A split-second widening of the eyes when someone 

opens a gift and finds an unexpected item inside. 

* Macroexpression: A person exclaims loudly and jumps out of their 

chair when they walk into a surprise birthday party thrown for them. 

3. Anger [17]: 

* Microexpression: A subtle clenching of the jaw and a brief narrowing 

of the eyes when someone receives frustrating news via. 

* Macroexpression: A person shouts and slams a door in anger when they 

discover their car has been towed without notice. 

4. Disgust [18]: 

* Microexpression: A momentary wrinkling of the nose when someone 

smells a foul odor while passing a garbage dumpster. 

* Macroexpression: Someone visibly gags and pushes away a plate of 

spoiled food after taking a bite. 

5. Sadness [19]: 

* Microexpression: A brief downturn of the corners of the mouth and a 

slight trembling of the lower lip when someone receives a sad text 

messageemail. 

* Macroexpression: Tears well up in a person's eyes, and they sob 

uncontrollably when they hear about the loss of a loved one. 



Chapter Two        Theoretical Background 

8 

6. Happiness [20]: 

* Microexpression: A quick, genuine smile that appears when someone 

receives a compliment from their. 

* Macroexpression: Someone bursts into laughter, hugs their friends, and 

dances around with joy after learning they've won a major lottery jackpot. 

 

Figure 2-2 Macro_expression and Micro_expression [21]. 

In the domain of IER, numerous challenges and complexities exist that 

can significantly impact the accuracy and reliability of emotion 

recognition systems crush. These challenges encompass a range of issues, 

including occlusions that obscure facial features, variations in lighting 

conditions, diverse and nuanced facial expressions, rapid temporal 

dynamics of emotions, subjectivity influenced by individual and cultural 

differences, the need for cross-domain generalization, data imbalance in 

biased datasets, ambiguity in emotion categorization, contextual 

dependency of emotions, and ethical considerations related to privacy and 

potential misuse [21].  
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2.3 Group Emotion Dynamics and Recognition 

GER extends conventional emotion recognition approaches from 

individual emotions to the complexities of group emotions, offering 

potential benefits in enhancing user engagement, personalizing 

interactions, improving group dynamics, and fostering social acceptance 

of robots in HRI scenarios  [22]. 

 

2.3.1 The Complexity of Group Emotions 

To explore deeper into the field of GER, a rich and complicated 

mixture of emotional dynamics has been faced that emerge within a 

social environment. The transition from understanding individual 

emotions to comprehending the complexities of group emotions unveils a 

fascinating interplay of psychological and social phenomena. This section 

aims to clarify the multifaceted nature of group emotions, exploring 

concepts such as emotional contagion, emotional convergence, and social 

influence, which collectively contribute to the formation of collective 

emotional states. By unraveling these dynamics, this thesis gain essential 

insights into the intricacy and depth of emotions within groups, 

understanding that is essential for effectively capturing the nuanced 

landscape of emotions in this context [23]. 

1. Emotional Contagion: Emotional contagion refers to the phenomenon 

where the emotions of one individual within a group can spread and 

"infect" other individuals, leading to a shared emotional experience. This 

contagion occurs through nonverbal cues, facial expressions, body 

language, and vocal intonations. When a person expresses a strong 

emotion, such as excitement, happiness, or anxiety, those around them 

may unconsciously mirror and adopt similar emotional states. In a group 
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setting, emotional contagion can create a ripple effect, amplifying and 

propagating emotions across individuals. For instance, the infectious 

laughter of one person in a group can trigger laughter in others, creating a 

collective atmosphere of joy [24]. 

2. Emotional Convergence: Emotional convergence explore   into the 

tendency of individuals within a group to synchronize their emotional 

states over time. As group members interact and share experiences, their 

emotions tend to align, resulting in a convergence of emotional 

expressions. This convergence is driven by the human inclination to seek 

emotional harmony and maintain social cohesion. Emotional convergence 

can lead to the amplification of shared emotions and the emergence of a 

dominant emotional theme within the group. In collaborative tasks or 

social interactions, emotional convergence can shape the collective mood 

and influence decision-making processes [25]. 

3. Social Influence and Emotional Framing: The concept of social 

influence plays an essential role in shaping group emotions. Individuals 

within a group are not only influenced by their internal emotional states 

but also by the emotional expressions and behaviors of others. Social 

influence can stem from perceived social norms, group dynamics, and the 

desire for social approval. Emotional framing, where individuals interpret 

and label emotions based on social cues and context, further contributes 

to the fluidity of group emotions. For instance, if a leader within a group 

displays enthusiasm and optimism, others may adopt similar emotions, 

thereby contributing to a positive group atmosphere [26].  

4. Emergence of Collective Emotional States: As emotional contagion, 

emotional convergence, and social influence intertwine, collective 

emotional states emerge as a result of complex interactions. These 
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collective emotional states transcend the sum of individual emotions, 

giving rise to a unique emotional climate that characterizes the group as a 

whole. The emergent emotional state can influence group cohesion, 

decision-making, and overall group dynamics. Whether it's a crowded at 

a sporting event, a team working on a project, or an audience at a concert, 

the collective emotions that emerge define the shared experience and 

interactions within the group, In Figure 2-3 a Ellipse A represents 

individual emotions, including one subtype of individual emotions, 

namely group-based emotions. Ellipse B represents collective emotions. 

Where collective emotions regarded as many individuals emotions 

(represented by the smaller circles). Collective emotions unfold as a 

result of emotional interactions among individuals. These interactions can 

involve either non-group-based or group-based individual emotions [27]. 

 

Figure 2-3 : Collective Emotions [28] 

Understanding the intricacies of emotional contagion, emotional 

convergence, and social influence provides a comprehensive lens through 

which to view the complexity of emotions within groups. These 



Chapter Two        Theoretical Background 

12 

phenomena underscore the interdependence of individual emotional 

experiences and the profound impact of social interactions on the 

emotional landscape of a collective setting. By unraveling these 

dynamics, the thesis covers the way for effective Group Emotion 

Recognition, enabling robots to navigate and respond to the intricate 

tapestry of emotions that shape human interactions within groups [29] . 

 

2.3.2 Group Emotion Recognition: 

GER represents a new paradigm in the field of HRI as it extends 

the conventional emotion recognition approaches from individual 

emotions to emotions within a collective group setting. By recognizing 

and understanding the emotional climate of a group, GER opens up new 

possibilities and potential benefits for HRI. Now, let's explore these 

potential benefits and their impact on various applications [30]: 

1. Enhancing User Engagement Explanation: GER enhances user 

engagement in HRI by accurately recognizing and responding to group 

emotions. Emotional interactions foster a strong connection between 

humans and robots, resulting in more enjoyable and emotionally 

meaningful interactions [31]. 

2. Personalizing Interactions Explanation: GER enables personalized 

responses based on individual emotional states within a group. Robots 

adapt their behaviors to cater to unique emotional needs, creating more 

individualized interactions. Users feel valued and understood, 

strengthening the bond between humans and robots [32]. 

3. Improving Group Dynamics Explanation: GER captures emotions 

of group members, identifying trends and dynamics. This understanding 

fosters harmonious interactions, resolves conflicts, and promotes positive 

emotional states within the group [33]. 
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4. Supporting Emotional Regulation Explanation: GER detects 

emotional fluctuations within a group, aiding emotional regulation. 

Robots adjust behaviors to diffuse tension or provide support during 

conflicts, enhancing group emotional well-being [34]. 

5. Enhancing Social Acceptance of Robots Explanation: Integrating 

GER into robot behaviors increases social awareness and emotional 

sensitivity. Robots demonstrate a deeper understanding of human 

emotions, potentially leading to greater acceptance of robots in various 

contexts [35]. 

6. Facilitating Human-Robot Collaboration Explanation: In 

collaborative scenarios, GER comprehends emotions among team 

members. Robots fulfill roles that support group emotional needs, 

enhancing teamwork and cooperation [36]. 

7. Enabling Emotional Support in Group Contexts Explanation: In 

therapy or support groups, GER identifies and empathizes with emotional 

states of multiple individuals simultaneously. Robots provide emotional 

support and comfort to the entire group, contributing to a supportive 

atmosphere [37]. 

8. Supporting Psychosocial Well-Being Explanation: GER-equipped 

robots support emotional well-being in groups. In therapy, robots adapt 

interactions based on emotional states [38]. 

2.3.3 GER Calculations 

In the GER determination process, the initial step involves 

localizing faces within each frame and calculating proximity metrics to 

evaluate the significance of these faces. This includes determining the 

number of faces in a frame and computing metrics such as the largest face 

and nearest face using Euclidean distance calculations. Formally, for a 
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face 'i' in frame 't' with coordinates (xi, yi) relative to the group's center ( 

xc , yc ) ,the distance 'di' between face 'i' and the group's center is 

calculated as follows [39]: 

        √       
         

            (2-1) 

These proximity metrics provide crucial insights into the spatial 

dynamics of the group, which are essential for understanding group 

emotions. Then, in the GER procedure, the pre-trained Attention CNN 

model is applied to recognize the emotions expressed by each individual 

detected face in every frame. This recognition process produces emotion 

labels for each face, which are a serious component for further analysis. 

Once emotions labels are assigned for each face within a frame, then the 

determination of the largest and nearest face calculated, in order to 

replace the determined face with the corresponding emotion label. Then 

calculate the probability distribution of all obtained emotions within the 

group. This distribution helps assess the diversity of emotions expressed 

[40]. To quantify this diversity, the concept of entropy, drawn from 

information theory, is introduced. Entropy measures the uncertainty or 

diversity of a distribution, which, in this context, reflects the diversity of 

emotions within the group. The following steps are taken to calculate the 

entropy of the emotion labels: 

 Let 'E' be the set of emotion labels , 

E={happy, surprise , sad, fear, disgust, angry}. 

 'N' represents the total number of faces detected in the frame. 

 'n_e' signifies the number of faces with emotion label 'e', where 'e' 

is an element of the set 'E'. 

 Calculate the probability distribution of emotion labels as [41]: 

   
  

 
                (2-2)                 ,     for each 'e' in 'E'. 
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 Calculate the entropy of the emotion labels distribution as [42]: 

                 ∑                   (2-3) 

 The entropy value increases with greater diversity or uncertainty in 

the distribution of emotion labels within the group, while it 

decreases when a dominant or focused emotion is expressed by the 

group. These steps collectively form a comprehensive approach to 

understanding and quantifying the emotions within a group 

context. Later to calculate the mean (average) GER value for the 

scene by summing all GER values for the all frames within that 

scene and dividing by the number of frames in the scene [43]: 

         
∑                         

                             
          (2-4) 

In summary, GER introduces a range of potential benefits for HRI 

scenarios. By recognizing and understanding the emotions within a group 

setting, robots can enhance user engagement, personalize interactions, 

improve group dynamics, support emotional regulation, and foster social 

acceptance. Additionally, GER enables robots to play more active and 

adaptive role in collaborative settings and provide emotional support in 

various group contexts. Overall, GER holds promise for enriching the 

quality of human-robot interactions and creating more emotionally 

intelligent and socially aware robots [44]. 

 

2.4 Decision-Making and Human-Robot Interaction 

Within the context of Human-Robot Interaction (HRI), decision-

making assumes a critical role, particularly in scenarios involving groups 

of individuals. As humans engage with robots within a collective setting, 

a multitude of choices and actions are required to navigate the complex 

dynamics of group interactions. This section explore into the field of 
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decision-making within group contexts, unraveling the underlying 

cognitive processes, models, and frameworks that shape choices and 

behaviors. By comprehending the intricacies of decision-making, this 

thesis lay the foundation for the development of robots with adaptive, 

contextually appropriate, and socially sensitive behaviors [45] . 

 

2.4.1 Complexity of Group Decision-Making 

The decision-making process in group contexts is inherently 

intricate due to the interplay of multiple perspectives, preferences, and 

objectives. Individuals within a group often possess diverse viewpoints, 

priorities, and emotional states, leading to a dynamic and sometimes 

conflicting decision landscape. Group decisions are influenced by social 

dynamics, power structures, and the desire for consensus. Understanding 

this complexity is paramount for robots aiming to facilitate and 

participate in group decision-making processes; the following aspects are 

outlines complexities in group decision-making process [46]: 

1. Nature-of Decision Process: Involves multiple perspectives, 

preferences, objectives, leading to a dynamic and sometimes conflicting 

decision landscape [47]. 

2. Diverse Viewpoints: Individuals within a group possess 

diverse viewpoints, priorities, and emotional states, further contributing 

to complexity [48]. 

3. Social Dynamics: Group decisions are influenced by social 

interactions, power structures, and the quest for consensus, adding layers 

of complexity [49]. 



Chapter Two        Theoretical Background 

17 

4. Dynamic and Conflicting: The interplay of various factors 

makes the decision-making process inherently intricate and sometimes 

marked by conflicting choices [50]. 

5. Importance-of Understanding: Complete understanding of 

this complexity is essential for robots facilitating or participating in group 

decision-making [51]. 

 

2.4.2 Cognitive Processes in Group Decision-Making 

Decision-making within groups is characterized by a series of 

cognitive processes that guide individuals in evaluating options, assessing 

outcomes, and arriving at choices. As shown in Figure 2-4; these 

processes include information gathering, problem framing, consideration 

of alternatives, and the weighing of potential consequences. Group 

members engage in information sharing, persuasion, negotiation, and 

compromise as they collectively work towards a decision. Recognizing 

and emulating these cognitive processes is essential for robots to 

contribute meaningfully to group decision-making [52]. 

 

Figure 2-4 Cognitive Processes in Group Decision-Making [53]. 
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2.4.3 Adaptive and Contextually Appropriate Behaviors 

In order to facilitate effective HRI within group environment, it is 

imperative that robots have the capability to make decisions that are both 

adaptive and contextually appropriate. This needs the integration of 

cognitive processes, decision models, and real-time analysis of group 

dynamics. Robots must evaluate the emotional climate, interpret social 

indications, and take into account individual preferences in order to 

determine the most suitable course of action. Whether these robots are 

assisting in collaborative tasks, mediating conflicts, or engaging in social 

interactions, their ability to make informed and adaptive decisions 

significantly enhances the overall group experience [54]. 

 

2.4.4 Enhancing Group Dynamics and Interaction Quality 

Robots equipped with decision-making capabilities play an 

essential role in enhancing group dynamics and interaction quality. They 

facilitate efficient and complete decision-making processes, thus 

modifying conflicts, promoting active participation, and fostering a sense 

of shared ownership among group members. Furthermore, robots that 

align their behaviors with group decisions and emotional states create a 

harmonious and engaging environment that resonates with human users, 

making them valuable collaborators and contributors within group 

environment [55]. 

 

2.5 Emotion-Informed Decision-Making 

Emotions play an essential role in shaping decision-making 

processes, influencing both individual and group choices. This section 

explore into the profound impact of emotions on decision-making 

strategies, emphasizing the importance of adopting emotion-informed 
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approaches in HRI. By leveraging emotional cues, robots can tailor their 

behaviors and responses, leading to enhanced engagement, effective 

communication, and more meaningful interactions with humans [56]. 

 

2.5.1 Emotional Influence on Decision-Making 

Research in psychology and neuroscience has demonstrated the 

profound connection between emotions and decision-making. Emotions 

act as influential signals, guiding individuals and groups through options 

and choices. These emotional responses shape how can perceive various 

alternatives and assess potential outcomes in terms of risk. Positive 

emotions can drive optimism and a willingness to embrace risks, while 

negative emotions often instill caution and aversion to risk [57]. 

Understanding these emotional dynamics is essential for robots to align 

their decisions with human users' emotional states and preferences. The 

sequence depicted in Figure 2-5 illustrates the significant impact of 

emotions on decision-making. Research in psychology and neuroscience 

reveals that emotions play an essential role in guiding the decision-

making process. Emotions influence the perceptions, particularly in risk 

assessment, when this work considers various choices [58]. Positive 

emotions tend to encourage optimism and a readiness to take risks. 

Conversely, negative emotions tend to promote cautiousness and risk 

aversion. In the pursuit of effective HRI, robots strategically align their 

decisions with users' emotions and preferences. This alignment ensures 

optimal outcomes that resonate emotionally with users, enhancing 

meaningful and empathetic interactions within group settings. The robot's 

ability to integrate emotional understanding with rational evaluation leads 

to decisions that consider both aspects, contributing to more nuanced and 

profound interactions [59]. 
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Figure 2-5 Emotional Influence on Decision-Making [59] 

 

2.5.2 Modifying Behaviors and Responses 

Emotion-informed decision-making empowers robots to modify 

their behaviors and responses to match the emotional context of the 

interaction. Robots can adjust their tone of voice, language, gestures, and 

overall demeanor based on the emotional states of the individuals they are 

interacting with. For instance, when detecting signs of happiness or 

excitement, a robot may respond with enthusiasm and encouragement, 

contributing to a positive and enjoyable experience. On another hand, 

when detect signs of sadness or distress, a robot may adopt a more 

comforting and supportive demeanor to offer solace. This ability to adapt 

emotionally allows robots to establish a stronger emotional bond with 

human users, fostering trust and understanding [60]. 
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2.6 Measure the Emotion Diversity through Entropy 

Following subsections, explore the concept of entropy and its 

groundbreaking application in understanding and quantifying emotions 

within group dynamics. Entropy, derived from information theory, serves 

as a powerful metric to measure the diversity and uncertainty within 

probability distributions, offering a numerical representation of data 

disorder and randomness [61]. In the context of group emotions, entropy 

becomes a valuable tool for measuring the richness and variability of 

emotional states showed by individuals. This approach joins entropy as a 

means to GER and its implications for interaction design, providing 

insights into the complicated dynamics of emotions within groups and 

enhancing decision-making and engagement HRI [49]. 

 

2.6.1 Entropy Calculations 

Entropy, a concept borrowed from information theory, emerges as 

a potent metric for quantifying the diversity and uncertainty within a 

probability distribution. In essence, entropy provides a numerical 

representation of the level of disorder or randomness present in a set of 

data. In the context of emotions within a group, entropy serves as a 

powerful tool to gauge the richness and variability of emotional states 

exhibited by individuals. Entropy can be calculated using the following 

formula [54]: 

      ∑                 
 
              (2-5) 

Where: 

 H(X) represents the entropy of the data distribution. 

 n is the number of different emotional states in the group. 

 P(xi) is the probability of occurrence of emotional state xi. 
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The formula captures the concept that entropy measures the 

uncertainty or randomness in a set of data. In the context of emotions 

within a group, H(X) calculates the entropy based on the probabilities of 

occurrence of each emotional state xi . If all emotional states are equally 

likely, the entropy will be high, indicating a diverse and unpredictable 

emotional landscape. On the other hand, if one emotional state dominates, 

the entropy will be low, suggesting a more predictable emotional scenario 

[62]. The Figure 2-6 illustrates the process of calculating entropy using a 

given formula. It begins with the user providing emotion probabilities for 

each category to the system. The system then initiates the entropy 

calculation through the "EntropyCalculator" component. The calculator 

sequentially calculates the surprise value for each event based on 

probability, applies the formula involving negative logarithm and 

multiplication with probabilities, and sums up the results. Finally, the 

calculated entropy is returned to the user. This diagram visually 

represents the sequential steps involved in quantifying the diversity and 

uncertainty within a probability distribution, capturing the essence of 

entropy calculation and its significance in evaluating emotional states 

within a group [53]. 
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Figure 2-6 (the process of calculating entropy) 
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2.6.2 Comprehensive Entropy-Based Analysis for Improved 

GER and Interaction Design 

This innovative approach harnesses entropy as a potent tool to 

GER and its implications for interaction design. By applying entropy-

based analysis, this thesis explore into the intricate dynamics of emotions 

within groups, transcending traditional recognition methods [63]. This 

analysis quantifies the diversity of emotional states among group 

members, uncovering hidden patterns and trends that conventional 

approaches might overloo k. As a result, the comprehension of collective 

emotions deepens, revealing the coexistence of multiple emotional states 

and the overall emotional climate. Moreover, the insights gained through 

entropy-based analysis provide profound benefits for decision-making 

and interaction design in HRI. This holistic understanding of emotional 

dispersion empowers robots to tailor their behaviors appropriately, 

ensuring inclusivity and engagement across a range of emotional 

landscapes [64]. 

 

2.7 Combining Entropy-Based Analysis with Face Size 

In order to enhance HRI through GER, a combined multiple 

dimensions of emotional indications has been used. This complete 

approach not only refines the determination of group emotions but also 

empowers robots with a heightened sensitivity to the emotional 

intricacies of human interactions [65]. By merging the insights derived 

from entropy-based analysis with the parameters of face size and 

proximity, that establish a robust foundation for precise emotion labeling 

and informed decision-making within the framework of HRI [66]. 

Figure 2-7 illustrates the integration of multiple dimensions in 

enhancing HRI through GER. The diagram depicts how entropy-based 
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analysis provides insights into emotional diversity, which, when 

combined with face size assessment and proximity evaluation, forms a 

robust foundation for precise emotion labeling [67]. This comprehensive 

approach empowers robots with heightened sensitivity to emotional 

intricacies, refining the determination of group emotions. The 

combination of these insights feeds into informed decision-making within 

the framework of HRI, ultimately contributing to a more empathetic and 

context-aware interaction between humans and robots [68]. 

  

Figure 2-7 Integration of emotional cues for enhanced HRI 

 

2.8 Enhancing HRI through Emotion-Informed Chatbot 

Within the context of HRI, the new approach to GER forms the 

foundation for improved user engagement, tailored interactions, and 

improved overall user experiences. Drawing from a deep understanding 

of group emotions, introduce an emotion-informed decision-making 
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process seamlessly integrated with an advanced chatbot. This fusion 

harmonizes emotion recognition, context-sensitive decision-making, and 

natural language processing, redefining the landscape of HRI within 

social environments [69]. After entropy, largest face, and nearest face 

calculations, the group's emotion label is classified into either "positive" 

(happy, surprise) or "negative" (angry, disgust, fear, sad) emotions. This 

classification lays the groundwork for subsequent decision-making. The 

derived emotion label becomes a critical trigger for decisions. In 

scenarios with a "negative" emotion label, the robot engages in a 

locomotion sequence to move away, providing space to prevent potential 

escalation of negative emotions. Conversely, when the emotion label is 

"positive," the robot initiates a brief and friendly greeting conversation, 

fostering positive interactions. Figure 2-8 illustrates the process of 

integrating emotions into a HRI scenario. Three users, User1, User2, and 

User3, express their emotions to the Social Robot. The Social Robot 

interacts with the System by first requesting face detection and then 

emotion analysis. The System triggers the Entropy Calculator to calculate 

entropy and face size metrics based on the recognized emotions. The 

Emotion Classifier then classifies the emotion label, which is sent back to 

the Social Robot [58]. Depending on the emotion label, an "Alternative" 

path is followed. If the emotion label is "Negative," the Social Robot 

initiates a "Move Away Sequence." On the other hand, if the emotion 

label is "Positive," the Social Robot engages in a friendly greeting 

conversation with the Chatbot. The diagram demonstrates the dynamic 

interaction between users, the Social Robot, and the various components 

of the system, highlighting the adaptation of robot behavior based on 

detected emotions [68]. 
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Figure 2-8 integrating emotions into HRI scenario. 
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2.9 Related Works 

In the field of human-robot interaction, a multitude of research 

efforts have been devoted to advancing the field of facial expression 

recognition (FER).  

As in Table 2-1 the beginning in 2008, where Matthias Wimmer 

and colleagues introduced a prototype for FER utilizing a social robot 

model (B21r) equipped with 1/3in Sony cameras and an LCD panel 

displaying a robot face. Their approach focused on recognizing six 

universal human facial expressions (happiness, anger, disgust, sadness, 

fear, and surprise) using Support Vector Machines (SVM) [70].  

Subsequently, in 2017, Suhaila N. Mohammed and Loay E. George 

introduced an approach based on texture analysis of facial expressions to 

extract the face region determination and recognize seven basic emotional 

states and achieving an accuracy of 90.05% [71]. 

 Shih-Chung Hsu et al, in 2017 proposed a hybrid FER system 

employing Gabor features and SVM classifiers to recognize emotions 

including anger, disgust, fear, happiness, sadness, and surprise. Their 

dual-layer hierarchical SVM system achieved an impressive 95% 

accuracy [72].  

In 2018, Zhiqin Zhang delved into deep face emotion recognition, 

utilizing DenseNet-like structures to identify emotions like anger, disgust, 

fear, happy, neutral, sad, and surprise. The study demonstrated an 

accuracy of 90.2% for training and 86% for validation [73].  

In 2019, and team introduced a cGAN-based approach for facial 

expression recognition, utilizing the AffectNet and RAF-DB datasets and 

achieving an average recognition accuracy of 81.83% [74]. 

Concurrently, Alia K. Hassan and Suhaila N. Mohammed 

introduced a facial emotion recognition scheme based on graph mining, 

achieving an accuracy of 90.00% [75].  
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Further contributions emerged in 2019 with Alireza Esfandbod et 

al. developing a facial expression imitation system on the RASA robot, 

achieving an accuracy of 90.10% [76].  

In 2020, Mikel Val-Calvo and colleagues explored real-time 

emotion estimation using facial expressions and physiological signals, 

achieving an accuracy of 72.47% for facial expression recognition [77]. 

 Daniel Octavian Melinte and Luige Vladareanu extended the field 

in 2020 by introducing a facial expression recognition system based on 

deep convolutional neural networks (CNNs), with accuracies exceeding 

97% [78].  

Silvia and their team explored facial expression evaluation with a 

social robot in 2020, achieving an accuracy of 43% using a convolutional 

neural network (CNN) [79].  

In 2021, Chiara et al. improved human-robot interaction by 

enhancing NAO robot awareness of human facial expressions, achieving 

varying accuracy levels for different expressions [7].  

Also in 2021, Jianmin Wang and colleagues conducted an 

experimental study on abstract expression in human-robot emotional 

communication, emphasizing the efficiency and recognition accuracy 

improvements of such design [80].  

Advances persisted in 2022 as Marco Quiroz et al. developed a 

group emotion detection system using a Pepper robot, achieving an 

accuracy of 90.84% [81]. 

Finally, in 2022, Grazia D’Onofrio and their team introduced the 

EMOTIVE Project, integrating CNN-based FER models into the Pepper 

robot platform and achieving accuracy levels of up to 98% [82]. 
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Table 2-1: Summary of Related Works 

Research Recognition Emotions Algorithm Methodology Dataset Metrics Accuracy Results 

Wimmer et 

al. (2008)  FER 

Six universal 

facial 

expressions SVM 

Image/Video -> Face detection -> 

Feature extraction -> Classification 

CKDB, real-

world scenes 

Confusion matrix 

70% (CKDB), 67% 

(robot) 

Prototype suitable 

for FER by robots 

Mohammed 

and George 

(2017)  

Face region 

extraction 

Seven basic 

emotions 

Haar 

wavelets 

transform 

Preprocessing -> ROI extraction -> 

Feature extraction -> Classification JAFFE dataset 

Optimal ANN 

configuration 

90.05% 

Neural network's 

effect on emotion 

recognition 

Hsu et al. 

(2017)  

Facial 

expressions 

Anger, Disgust, 

Fear, Happy, 

Sadness, 

Surprise 

Gabor 

features, 

SVM 

classifiers 

Gabor extraction -> SVM training -> 

AU-based random forest training 

Extended CK+ 

Dataset 

The Accuracy about 

95% 

Effective facial 

expression 

recognition 

Zhang (2018)  

Facial 

Expression Seven emotions 

DenseNet-

like structure Feature fusion -> CNN 

SFEW, real-time 

Wild Challenge 

Accuracy 

90.2% (training), 86% 

(validation) 

Beyond RGB 

input for CNNs 

Deng et al. 

(2019)  FER 

Seven facial 

expressions cGAN 

Detect, crop, normalize -> 

Conditional GAN 

AffectNet, RAF-

DB datasets 

Features worth 

investigating 

81.83% 

Simultaneous 

generative and 

discriminative 

representations 

Hassan and 

Mohammed 

Facial emotion 

recognition 

Happy, Surprise, 

Sad, Fear, 

gSpan 

algorithm Graph theory, gSpan algorithm 

SAVEE 

database 

Binary classification 

90.00% 

Frequent sub-

graphs in 
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(2019)  based on graph 

mining 

Disgust, Angry emotional classes 

Esfandbod et 

al. (2019)  

Facial 

expression 

imitation 

system 

Five artificial 

expressions 

MicroExpNe

t CNN 

FER algorithm on robotic platform -

> Imitation through display screen 

CK+ facial 

expression 

database 

Evaluation by 

participants 

90.10% 

Real-time facial 

expression 

imitation 

MIKEL 

VAL-

CALVO et al. 

(2020)  

FER and 

Physiological 

signals 

Preprocessing Seven emotions 

CNN, SVM, 

KNN, etc. 

Analyzing physiological responses -

> Real-time emotion estimation 

FER-2013, 

RAVDESS, 

real-time video 

Macro-average F1-

score 

72.47% (FER), >80% 

(Preprocessing) 

Causal emotion 

generation 

mechanism 

Melinte and 

Vladareanu 

(2020)  

Face 

recognition 

(FR) and Facial 

expression 

recognition 

(FER) Seven emotions Deep CNN 

Object detection (SSD, RPN) -> 

CNN models (VGG, ResNet50, Inc) 

COCO, Google 

OpenImage 

database 

PASCAL VOCs 

evaluation metrics 

97.8% (Faster R-

CNN), 97.42% (SSD 

Inception) 

Improved 

accuracy using 

serialized CNN 

Ramis et al. 

(2020)  

Facial 

expression 

recognition 

system Seven emotions CNN 

Robot interaction simulation with 

user 

CK+, BU4DFE, 

JAFFE, etc. 

Accuracy, TP ratio 

43% 

Social robot for 

evaluating facial 

expressions 

Filippini et al. 

(2021)  

Facial 

expressions Five emotions 

CNN-based 

FER model 

CNN integration into NAO -> Real-

world human-robot interaction 

Real-life 

situations, 

FER2013 

Precision, recall, F1 

score 

Varied for each 

Enhancing human-

robot interaction 
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emotion 

Wang et al. 

(2021)  

Facial 

expressions PAD model OCC model 

Avatars' facial expression design 

using PAD model Virtual image 

Non-verbal self-

assessment manikin 

N/A 

Improved 

recognition 

through abstract 

expression 

Quiroz et al. 

(2022)  

Group Emotion 

Recognition 

Happy, Surprise, 

Sad, Fear, 

Disgust, Angry 

VGG neural 

network 

Feature extraction -> Frame motion 

determination 

Simulated 

environment 

ROS/Gazebo tests 

90.84% 

Efficient system 

applicable in 

robotics 

D’Onofrio et 

al. (2022)  

Emotion 

Recognizing by 

a Robotic 

Solution 

Initiative 

Three types of 

attitude KNN, RF 

Video capture -> Feature extraction -

> Classification IAPS database 

Accuracy, precision, 

recall, etc. 

RF (98%), KNN (86%) 

Enhancing robot's 

emotion 

recognition 
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3.1 Overview 

The chapter focuses on practical implementation, face detection using Haar 

Cascade and HOG Descriptor, and feature extraction with Dlib. Integration 

of MTCNN enhances the accuracy of face detection. The Attention CNN 

model, developed using TensorFlow and Keras, enables accurate facial 

expression classification. A comprehensive video dataset is prepared for 

GER, including face localization, emotion labeling, entropy calculation, 

and classification. Decision-making based on GER labels facilitates 

adaptive HRI. Evaluation metrics like confusion matrix, precision, recall, 

and F1-score highlight the model's effectiveness in emotion differentiation, 

emphasizing its potential in HRI and group emotion recognition. 

3.2 Face Detection Framework 

In the field of face detection, a robust and effective strategy often 

involves the sequential utilization of both the Haar Cascade and the HOG 

descriptor. Each of these classifiers contributes distinct advantages to the 

process, creating a more reliable and accurate face detection system. 

 

3.2.1 Framework Strategy Description 

The rationale behind employing the Haar Cascade classifier as the 

initial step in face detection lies in its efficiency in swiftly identifying 

potential regions of interest within an image. However, this efficiency can 

sometimes come at the cost of a higher false positive rate. Haar Cascade's 

primary role is to serve as a quick filter, rapidly flagging areas in the image 

that might contain faces. While it may yield some false positives, it 

significantly reduces the computational load by pinpointing regions that 

warrant further scrutiny. On the other hand, the HOG Descriptor is 
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typically used as a confirmation step. Although HOG is computationally 

more intensive, it excels in providing a more detailed and accurate analysis 

of regions identified by the Haar Cascade. By applying the HOG Descriptor 

to the potential face regions highlighted by Haar Cascade, false positives 

can be reduced, and the detection process gains a higher level of 

confidence. This two-tiered approach, with Haar Cascade as the initial filter 

and HOG as the confirmation mechanism, strikes a balance between speed 

and accuracy in face detection. 

3.2.2 Framework Implementation Details 

The framework implementation steps showed in Figure 3-1that 

outlines the process of combining Haar Cascade classifier and HOG 

descriptor for face detection. The user begins by loading an input image, 

followed by loading both the Haar Cascade and HOG Descriptor. To 

prepare the image for Haar Cascade and for more processing facility the 

image color is converted to grayscale. Haar Cascade is then applied to 

detect potential face regions in the grayscale image. For each face detected 

by Haar Cascade, a region of interest (ROI) is cropped from the original 

image and converted to grayscale. HOG is applied within these ROIs to 

further detect faces, and rectangles are drawn around the detected faces. 

The final step involves displaying the image with rectangles, showing the 

detected faces. This sequence illustrated how Haar Cascade acts as an 

initial filter, and HOG confirms face detection within the potential regions 

of interest, resulting in accurate face detection and visualization. 
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Figure 3-1 Step-by-step process of combining Haar and HOG  for face detection. 

 

3.3 Feature Extraction and Selection 

The extraction and selection of facial features play a pivotal role in 

the study, as they are fundamental for both face detection and emotion 

recognition. In this section, need to explore into the significance of facial 

landmarks, the use of Dlib, the facial landmark detection process, and the 

approach to feature selection. 
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3.3.1 Facial Landmarks 

Facial landmarks are critical in the study due to their capacity to 

provide detailed spatial information about facial features as in Figure 3-2. 

These landmarks serve as key reference points on the face, such as the 

corners of the eyes, the tip of the nose, and the edges of the mouth. The 

significance of facial landmarks lies in their ability to capture the structural 

nuances of facial expressions, which are vital for both face detection and 

emotion recognition.The methodology for extracting these landmarks 

involves leveraging Dlib's pre-trained facial landmark detector, specifically 

the "shape_predictor_68_face_landmarks.dat" model. This detector is adept 

at accurately locating and identifying 68 key facial landmarks in input 

images. However, to streamline the process and reduce computational 

complexity, choosing to work with a subset of 37 landmarks those are most 

relevant to the study. 

 

Figure 3-2 Samples of facial landmarks 
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3.3.2 Dlib: Enhancing Facial Feature Extraction 

Dlib, or the Davis E. King Library, is an instrumental tool in the 

feature extraction pipeline. It offers robust solutions for facial feature 

extraction and facial landmark detection. Dlib's capabilities empower us to 

accurately and efficiently locate facial landmarks in the input images. Thus 

for the “Facial Landmark Detection” the feature extraction process begins 

with the utilization of Dlib's pre-trained facial landmark detector. This 

detector is designed to locate facial landmarks with remarkable precision. 

Then apply this detector to input images, enabling us to pinpoint the 

positions of these critical facial reference points. Furthermore the “Feature 

Selection” is a strategic step in the study, primarily aimed at dimensionality 

reduction. By working with a subset of the 68 detected landmarks, 

specifically the most relevant 37 features, several advantages achieved. 

Firstly, dimensionality reduction helps optimize the Attention CNN model, 

making it more efficient and less computationally intensive. This is 

particularly beneficial for real-time applications where computational 

resources may be limited. Secondly, the chosen 37 landmarks encompass 

the essential structural information required for both face detection and 

emotion recognition. They capture the key facial characteristics that convey 

emotional expressions, allowing us to focus the model on the most 

discriminative features. The following pseudo-code outlines the essential 

steps of a Python program for facial landmark detection and visualization. 

It first initializes a face detector using the Dlib library and loads a pre-

trained model for facial landmark prediction. Then, it iterates through a 

folder containing input images; for each image, it detects faces using the 

face detector and, for each detected face, identifies 37 specific facial 

landmarks using the predictor model. These landmarks are represented as 
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red circles drawn on the image. Finally, it displays the image with the 

marked facial landmarks as shown in (Algorithm 3-1) below.  

Algorithm 3-1 : Detect Facial Landmarks in Images 

Input: Path to input_images folder, Pre-trained face detector, Pre-trained facial landmark 

predictor model 

Output: Display the image with Facial Landmarks  

Begin 

          -Initialize face_detector using provided Dlib model 

          -Load pre-trained facial landmark predictor model 

                    For each image in input_images folder: 

                              Load the image 

          -Detect faces in the image using face_detector 

                    For each detected face: 

          -Detect 37 facial landmarks using predictor model 

                    For each landmark: 

                              Get x and y coordinates of the landmark 

                              Draw a red circle at (x, y) on the image 

          -Output 

          -Close all image display windows 

End 

 

3.4 Attention Mechanism 

In order for more attention on the important features an integration of 

MTCNN employed within the facial analysis pipeline, after initial face 

detection with Haar Cascade and HOG confirmation, and subsequent 

feature extraction with Dlib, resulted in significant improvements in system 

performance. MTCNN, known for its accuracy and robustness, enhanced 

face detection accuracy by identifying faces of various sizes, orientations, 

and poses, and provided crucial facial feature localization. Its confirmation 
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step reduced false positives, ensuring high detection precision, and 

enhanced system robustness against challenges like occlusions and lighting 

variations. Despite increased computational demands, MTCNN maintained 

reasonable processing times suitable for real-time applications. Its seamless 

integration with Dlib facilitated comprehensive spatial information 

gathering, enabling precise emotion analysis of facial expressions. The 

incorporation of pre-trained models expanded research and application 

possibilities across domains like human-computer interaction and sentiment 

analysis. The output of this pipeline served as the input dataset for training 

and evaluating the subsequent Attention CNN model, enhancing the overall 

effectiveness and accuracy of the facial analysis system. 

 

 

Figure 3-3 Pipeline of Face Detection  
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3.5 Attention CNN Model 

Designing Attention CNN architecture, regarded as an essential 

component of the overall facial analysis system. This Attention CNN model 

is instrumental in achieving the wider objectives of HRI and GER. 

Attention CNN model's procedures begins with the well-prepared dataset, 

meticulously processed through a pipeline that involves the integration of 

various components, including Haar Cascade, HOG, Dlib, and MTCNN. 

This logically arranged pipeline extracts valuable features from facial 

images, which serve as the input dataset for Attention CNN model. By 

taking advantages of TensorFlow and Keras, Attention CNN architecture is 

formulated, designed, and trained to classify facial expressions into six 

distinct categories. Also there are many alternative ways to design 

Attention CNN model as shown in Figure 3-4. 

 

Figure 3-4 Alternative methods and approaches for creating Attention CNN models 
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3.5.1 Attention CNN Model Description 

The Attention CNN model serves as the computational core of a 

facial analysis system as shown in Figure 3-5, adept at multi-class image 

classification, particularly in deciphering facial expressions across six 

distinct emotion categories. It operates by processing preprocessed facial 

images through a pipeline involving Haar Cascade, HOG, Dlib, and 

MTCNN. Developed using TensorFlow and Keras, it facilitates feature 

extraction and recognizes complex patterns within facial expressions. The 

model's versatility extends to interpreting diverse emotions, enabling 

Human-Robot Interaction systems to respond to human emotions accurately 

and sensitively. 

 

Figure 3-5 Attention CNN Description 
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3.5.2 Attention CNN Model Architecture 

The Attention CNN model's architecture is a meticulously constructed 

group of layers designed to perform multi-class image classification 

effectively. At its core, this architecture excels in analyzing facial 

expressions and discerning emotions. As shown in Figure 3-8 each layer 

plays a distinct role in the feature extraction and classification process: 

 Input Layer: procedures starts with the input layer, accommodating 

images of 150x150 pixels with three color channels (RGB). 

 Convolutional Layers: The Attention CNN architecture comprises 

three convolutional layers, each with an increasing number of filters 

and a 3x3 kernel size. These layers serve as feature extractors, 

detecting patterns and intricate details within the images. ReLU 

activation functions introduce non-linearity, enhancing the model's 

ability to capture complex relationships. 

 Max-Pooling Layers: After each convolutional layer, a max-pooling 

layer follows, compression the spatial dimensions by a factor of 2x2. 

This process reduces computation and helps keep translation constant 

 Flatten Layer: Following the convolutional and max-pooling layers, 

a flatten layer converts the 2D feature maps into a 1D vector. This 

transformation prepares the data for the fully connected layers. 

 Fully Connected Layers: Two fully connected dense layers 

comprise the final stretch of the architecture. The first dense layer 

contains 512 units, employing ReLU activation to process the 

flattened features. A dropout layer with a rate of 0.5 is strategically 

inserted to mitigate overfitting. The second dense layer, the output 

layer, consists of six units, corresponding to the six emotion 
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categories in the dataset. A softmax activation function is applied to 

generate class probabilities as shown below in (Algorithm 3-2). Also, 

the Figure 3-6 shows the following Attention CNN model layers: 

Algorithm 3-2 : Convolutional Neural Network (CNN) for Emotion Classification 

Input: Resized input images (150x150 pixels, 3 color channels) 

Output: Predicted emotion label 

Begin 

         - Preprocessing sub-image to 150x150 pixels with 3 color channels (RGB) 

         - Apply 32 filters of size 3x3 for feature extraction 

                     - Use ReLU activation to detect features in the input images 

         - Apply max-pooling with a 2x2 pool size to reduce spatial dimensions 

         - Apply 64 filters of size 3x3 for more feature extraction 

                    - Use ReLU activation for feature enhancement 

         - Apply max-pooling with a 2x2 pool size for further dimension reduction 

         - Apply 128 filters of size 3x3 for complex feature extraction 

                    - Use ReLU activation for advanced feature representation 

         - Apply max-pooling with a 2x2 pool size for feature reduction 

         - Flatten the data into a 1D vector for input to fully connected layers 

         - Implement a fully connected layer with 512 neurons for feature combination 

                    - Use ReLU activation for enhanced feature mapping 

         - Apply dropout with a rate of 0.5 to prevent overfitting 

         - Create the final layer with 6 neurons for multi-class classification (6 emotions) 

                    - Use softmax activation for emotion prediction probabilities 

         - Predict the emotion label based on the highest probability in the output layer 

End 

This Attention CNN is compiled with the Adam optimizer and 

categorical cross-entropy loss function, which is appropriate for multiclass 

classification tasks. It designed for providing dataset for 10 epochs. 
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Figure 3-6 Attention CNN Model Architecture  

 

3.6 Video Preparation: Extract Frames and Detect Multi-Face 

This section exploring the essential process of preparing the video 

dataset for subsequent analysis, specifically aimed at GER. The dataset 

under consideration comprises two distinct scenarios, "Cafeteria" and 

"Museum," each consisting of 12 videos. The objective is to transform 

these videos into a format suitable for manipulation by Attention CNN 

model. To achieve this, a Python program has been exactly created to 

accomplish several tasks, including calculating the video duration, 

determining FPS, extracting frames from each video, and counting the total 

number of frames in each video. Subsequently, each extracted frame is 

saved as an individual image, with the file name encoding information 

about its source folder and the corresponding frame number. 
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3.6.1 Multi-Face Detection in a Frame 

In the proceeding of multi-face detection within each frame, need for 

deploying a classy pipeline leveraging state-of-the-art techniques. The 

pipeline kicks off with initial face detection using the Haar Cascade 

classifier, known for its speed in identifying potential regions of interest. 

Followed by confirm using HOG Descriptor, which provides a detailed 

analysis, thereby reducing false positives. Then, proceed to feature 

extraction with Dlib, an integral component for facial landmark detection. 

Finally the multi-faces detection completed by using MTCNN, a powerful 

tool for precisely localizing and identifying multiple faces within a frame. 

The combination of these methodologies yields accurate and efficient 

multi-face detection, a fundamental requirement for the GER system. 

 

3.6.2 Scene Determining 

To simplify the processing and facilitate efficient analysis, need to 

introduce a concept of scene determination. After the frames have been 

exactly extracted from each video, now collect every ten repeated 

individual frames into a single scene. This grouping not only condenses the 

data but also aligns with the practical notion of scenes in video analysis, 

allowing for more meaningful analysis of emotions in context. In cases 

where the number of remaining frames is less than ten, practically treat 

them as a single scene, ensuring that no frames are left unaccounted for. 

This scene determination process is an essential step in preparing the 

dataset for subsequent Group Emotion Recognition, as it enables the model 

to capture emotional dynamics within meaningful segments of the videos. 
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3.7 Group Emotion Recognition (GER):  

Analyzing emotional dynamics in Group Scenarios shape the 

mainstay of research to enable human-robot interactions and decision-

making based on group emotions. To accomplish this, need to employ a 

systematic approach, starting with the creation of a repository designed to 

store critical information required for emotion classification. This 

information includes the frame file name, the number of detected faces in 

each frame, the emotions associated with each individual detected face, the 

probability distribution of emotions, entropy calculations, and information 

regarding the largest face, nearest face, group scenes, as Figure 3-7 shown. 

 

3.7.1 Faces Localization: Calculating Proximity Metrics 

The determination of GER initiates with the specific localization of 

faces within each frame, accompanied by essential calculations to estimate 

the significance of these faces. This involves determining the number of 

faces present in a frame and subsequently calculating metrics such as the 

largest face and nearest face. Accomplishing this using Euclidean distance 

calculation, which allow us to measure the spatial relationship between 

detected faces and the center of the group as shown in as shown previously 

in the section 2.3.3. These proximity metrics provide valuable insights into 

the spatial dynamics of the group, and they play an essential role in 

determining group emotions. 
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3.7.2 Labeling Faces: Recognizing Individual Emotions 

The next stage in the GER procedures involves the application of the 

pre-trained Attention CNN model to recognize the emotions expressed by 

each individual detected face in every frame. This process yields emotion 

labels for each face, a critical component for subsequent analysis. 

 

3.7.3 Entropy Calculation: Measuring Emotion Diversity 

With the emotion labels determined for each face within a frame, need 

for proceeding to calculate the probability distribution of emotions. This 

distribution allows us to understand the diffusion of different emotions 

within the group. To measure the collective emotion of a group, need to 

introduce the concept of entropy, a fundamental concept from information 

theory as shown in section 2.3.3. The entropy value increases with greater 

diversity or uncertainty in the distribution of emotion labels, and decreases 

when there is a dominant or focused emotion showed by the group. Also 

based on the median value among resulted entropies the threshold metric is 

calculated to be used as a benchmark for compression in this specific 

dataset that used. 

 

3.7.4 GER Classification: 

The bellow (Algorithm 3-3) provides a structured approach to 

classify emotions within group scenarios based on facial expressions and 

spatial indications. It can be implemented in HRI system to make informed 

decisions and adapt to the emotional dynamics of the group: 
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Algorithm 3-3 : Group Emotion Recognition (GER) 

Input: Detected faces in a frame, Pre-trained Attention CNN model 

Output: Group Emotion Recognition (GER) score 

Begin 

          - Utilize a pre-trained Attention CNN model for emotion recognition 

                    - For each detected face in a frame, obtain emotion labels: 

                               (0=Angry, 1=Disgust, 2=Fear, 3=Happy, 4=Sad, 5=Surprised) 

          - Compute the Euclidean distance between each detected face and the center of  

             the group based on bounding boxes    √                  

                    - Calculate proximity metrics to understand spatial relationships 

          - Replace emotion labels for the largest and nearest faces in the frame 

                    - Each detected face is associated with an emotion label 

          - Compute the probability distribution    of emotion labels    within the group   

                   
  

 
 

                    - Use this distribution to calculate entropy, a measure of diversity in 

emotions       ∑                 
 
    

          - Determine a suitable threshold for entropy based on the median value among the  

            distributed values of entropy obtained from 1458 frames 

   - This threshold categorizes scenes based on frame entropies of detected face emotions 

          - Compare the computed entropy value with the predefined threshold 

                    - Determine if the frame exhibits clear and consistent emotions or diverse  

                      and uncertain emotions 

          - Calculate the GER score by combining proximity metrics and  

             entropy          
∑                         

                             
 

                    - Assign the corresponding emotion label to the largest and nearest face 

                              - Calculate the probability distribution for these emotion labels 

                                        - Compute the entropy based on this distribution 

          - The GER score reflects the overall emotional dynamics of the group in the frame 

End 
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3.7.5 Identifying GER_Label: 

Final step involves identifying the GER_Label, which characterizes 

the overall emotional state of a scene consisting of multiple frames 

(typically 10 frames per scene). The process describes in (Algorithm 3-4): 

Algorithm 3-4 : Calculate and Categorize GER for Scenes 

Input: List of GER values for frames, Predefined threshold 

Output: Categorized GER values for scenes (Positive or Negative) 

Begin 

          - Utilize the algorithm mentioned earlier to calculate the GER for each frame,  

            considering both weighted proximity and entropy 

                    - Append each calculated GER to the list of GER values for frames 

          - For each scene consisting of every 10 frames or fewer: 

                    - Calculate a summary statistic to assess the variability or dispersion of  

                       emotions within that scene 

                              - Keep in mind to gather the last remaining frames in the repository to  

                                form one scene, even if they are less than ten frames 

                                        - Calculate the average GER value for the scene by summing  

                                          all GER values for the frames within that scene and dividing  

                                           by the number of frames in the scene 

          - Compare aggregated GER value for the scene with a predefined threshold value 

                    - If the aggregated GER <= 0.5645: 

                              - Categorize GER value for the scene as Positive 

                                        - If the aggregated GER > 0.5645: 

                                                  - Categorize GER value for the scene as Negative 

End 

This structured approach provides an evaluation of emotional dynamics 

within scenes to improve calculations of GER during HRI. It provides robot 

with the capability to estimate the emotional state of groups and make 

context-aware decisions effectively as shown in Figure 3-7 bellow. 
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Figure 3-7 GER Estimation 

 

3.8 Decision Making 

Creating a decision-making procedure for a social robot based on the 

Positive or Negative labeling of GER is a critical step to ensure appropriate 

human-robot interactions. The decision-making process should be 

implemented with sensitivity and adaptability. Emotions can be complex, 

and the robot's responses should reflect an understanding of human 

emotions and social cues for various scenarios and user groups. Also, 

observe to ethical guidelines to ensure respectful and responsible 

interactions with humans. Thus, the robot firstly extracts GER information, 

which is processed by the GER component to determine emotion labels. 

These labels are then classified by a separate Classifier component. The 

GER component communicates the emotion classification back to the 

robot. Depending on whether the GER result is positive or not, as shown in 

Figure 3-8 the robot either initiates a chatbot interaction with the group or 

moves away. This diagram illustrates a basic flow of interactions in this 
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context, recognizing that actual implementations may involve more 

complexity and conditions. 

 

Figure 3-8 Robot Decision Making 

3.8.1 Positive GER Label:  

Initiating the Chat Box If the GER label for a scene is Positive, it 

indicates that the group's emotions are relatively clear and positive. The 

robot can initiate a chatbot or engage in a conversation with the group.  

 

3.8.2 Negative GER Label: 

Moving Away If the GER label for a scene is Negative, it suggests 

that the group's emotions are diverse or less clear, possibly indicating 

negative emotions. In this case, the robot should consider moving away to 

avoid potentially negative interactions.  
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4.1 Overview 

This chapter, provide overview of GER’s critical elements. Introduce 

Dataset and its relevance in HRI. Also, Present the Attention CNN model 

architecture and it’s evaluation performance using various metrics. Finally, 

outline a decision-making framework for a social robot based on GER 

results. 

 

4.2 Technical Specifications of the System: 

 Hardware: 

Computer: A personal computer with the following specifications used: 

Processor (CPU): Equipped with a processor running at Intel(R) 

Core(TM) i5-2430M CPU @ 2.40GHz for high computational power. 

Random Access Memory (RAM): The computer was configured with 8 

gigabytes of RAM to enhance application performance. 

Hard Drive: 1-terabyte hard drive was used for data and file storage. 

Graphics Card: A 2 gigabyte shared graphics card was employed to 

support applications and games with high requirements. 

 Software: 

Operating System: The Windows 10 Pro operating system was installed to 

ensure system stability and application compatibility. 

Programming Language: Python was used as the primary programming 

language for application development and algorithm implementation. 

  



Chapter Four                           Results and Discussion 

53 

 Platforms: 

Colab: https://colab.google.com/ 

Google Drive: https://drive.google.com 

Diagram Drawing: https://sequencediagram.org/ 

Flowchart Drawing : https://app.genmymodel.com/personal/  

CNN model Drawing: https://alexlenail.me/NN-SVG/LeNet.html & 

https://netron.app/ 

 

4.3 Dataset  

The datasets utilized are essential resources containing images and 

videos with diverse emotional expressions. They are methodically prepared, 

standardized, and augmented to support Attention CNN model training and 

testing in the context of HRI and Group GER. The ROS/Gazebo Generation 

Dataset, created in a simulated environment, refill the lack of group 

emotion recognition resources in HRI, while the Real-world Affective 

Faces (RAF) Database provides a realistic collection of facial images from 

real-world contexts. These datasets are fundamental to exploring the role of 

emotion recognition in decision-making processes within HRI and GER 

scenarios. 

 

4.3.1 The primary dataset 

The primary dataset, known as the ROS/Gazebo Generated Dataset, 

plays a fundamental role in exploring emotions within HRI. It consists of 

constructed image and video datasets, of 23,222 images categorized into six 

classes of emotions (happy, sad, angry, surprise, disgust, fear) as shown in 

Table 4-1.  

https://colab.google.com/
https://drive.google.com/
https://sequencediagram.org/
https://app.genmymodel.com/personal/
https://alexlenail.me/NN-SVG/LeNet.html
https://netron.app/
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Table 4-1: ROS/Gazebo Generated Images Dataset 

Emotions  Happy Sad Angry Disgust Surprise Fear 

Training Data 3371 3145 3363 2872 3179 2976 

Test Data 750 750 750 566 750 750 

Total 4121 3895 4113 3438 3929 3726 

Remarkably, each separate emotion class contains an average of around 

3,000 images. This dataset is mainly valuable due to its lack in catering to 

group emotion recognition and scene emotion detection in the context of 

HRI. Moreover, In the Videos dataset, and after the preprocessing actions 

two distinct sets are explored as shown in Table 4-2. 

Table 4-2: ROS/Gazebo Generated Videos Dataset 

Subfolder Group G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11 G12 

Cafeteria 68 61 56 53 61 58 66 64 65 63 63 68 

Museum 61 64 59 59 59 56 60 61 59 56 59 58 

The Cafeteria subfolder comprises 12 videos, with varying frame counts for 

each group, summing up to a total of 746 frames. In contrast, the Museum 

subfolder also contains 12 videos, with a total of 711 frames across 

different groups. Videos dataset complement the image dataset, providing a 

comprehensive foundation for experimental validation.  The two distinct 

simulated settings in ROS/Gazebo museum and a cafeteria are the 

platforms for experimentation as shown in Figure 4-1. 
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Figure 4-1- (A) Museum DATASET environment [81] 

 

Figure 4-1- (B) Cafeteria DATASET environment [81] 
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4.3.2 The supplementary dataset 

The RAF Dataset which regarded as a secondary dataset assumes a 

critical role in evaluating the adaptability of the Attention CNN model to 

real-world scenarios. Its test folder consists of 3068 images, complemented 

by individual text files containing emotion labels corresponding to each 

image. This supplementary dataset serves to evaluate the Attention CNN 

model and provides valuable insights into its performance beyond the 

controlled environment of the primary dataset. RAF regarded as a 

repository tailored for facial expression recognition research as show in 

Figure 4-2, it encompasses diverse images sourced from real-world 

contexts. 

 

Figure 4-2 samples of RAF dataset 
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4.4 Attention CNN Model Architecture 

The Attention CNN model, an essential component of the facial 

analysis system in this thesis, plays a central role in achieving the main 

objectives of HRI and GER. This Attention CNN architecture is 

thoughtfully designed to classify facial expressions into six distinct emotion 

categories, thereby enabling accurate emotion recognition within the 

context of HRI. The Attention CNN model's architecture includes several 

key layers, each contributing to the feature extraction and classification 

process. As shown in Figure 4-3 the input layer accommodates images 

resized to 150x150 pixels with RGB color channels. Three convolutional 

layers with increasing filter numbers and 3x3 kernels extract intricate 

patterns, employing ReLU activation functions for added complexity. Max-

pooling layers follow each convolutional layer, reducing spatial dimensions 

by a 2x2 factor. A flatten layer then transforms the 2D feature maps into a 

1D vector, preparing the data for fully connected layers. Also The Attention 

CNN architecture includes two fully connected dense layers. The first, with 

512 units and ReLU activation, processes the flattened features, while a 

dropout layer with a rate of 0.5 mitigates overfitting. The second dense 

layer, serving as the output layer, consists of six units corresponding to the 

six emotion categories in the dataset. A softmax activation function 

generates class probabilities. 
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Figure 4-3 Attention CNN Model Architecture 

 

4.5 Training the Attention CNN Model 

This Attention CNN model has been training, as shown in Table 4-3: 

Table 4-3 (Ten Epochs) for Training Attention CNN Model 

Epoch Duration Loss Accuracy 

1 5066s 0.3462 0.8778 

2 1127s 0.0467 0.9861 

3 1124s 0.0312 0.9902 

4 1118s 0.0199 0.9932 

5 1114s 0.0217 0.9930 

6 1109s 0.0147 0.9955 

7 1137s 0.0102 0.9968 

8 1108s 0.0141 0.9950 

9 1118s 0.0100 0.9970 

10 1108s 0.0117 0.9958 
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For 10 epochs, represents a fundamental landmark in the detection of robust 

emotion recognition and decision-making within the field of HRI, 

successfully handling the diversity of emotions captured within the dataset. 

 

4.6 Evaluation Metrics for using Attention CNN Model 

In this section, completely evaluate the performance of Attention CNN 

model for emotion recognition. The Attention CNN model represents a 

decisive section of overall facial analysis system, playing an essential role 

in achieving the wider objectives of HRI and GER. 

 

4.6.1 Test Accuracy 

Test accuracy serves as a fundamental metric to assess the model's 

overall performance. It measures the proportion of correctly classified 

samples in relation to the total number of samples in the test dataset. By 

calculate the ratio of correctly classified samples to the total number of 

samples in the test dataset. 

 Applying Attention CNN model on ROS/Gazebo Generated Dataset, 

obtain the following Table 4-4 of accuracy values for each emotion class: 

Table 4-4 Classes Accuracy (ROS/Gazebo Generated Dataset) 

Emotion Class Measuring Accuracy Result 

Angry 
   

   ⁄  100% 

Disgust 
   

   ⁄  99.65% 

Fear 
   

   ⁄  99.60% 

Happy 
   

   ⁄  99.20% 

Sad 
   

   ⁄  99.33% 

Surprise 
   

   ⁄  93.60% 
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These high accuracy values underscore the model's capability to accurately 

classify emotions across all classes. 

 While applying Attention CNN model on RAF Dataset, obtain the 

following Table 4-5 of accuracy values for each emotion class: 

Table 4-5 Classes Accuracy (RAF Dataset) 

Emotion Class Measuring Accuracy Result 

Angry    
   ⁄  0.6542 

Disgust    
   ⁄  0.6860 

Fear    
   ⁄  0.5854 

Happy    
   ⁄  0.7089 

Sad    
   ⁄  0.6274 

Surprise    
   ⁄  0.7389 

 

4.6.2 Precision 

Precision assesses the model's ability to correctly classify instances 

of a specific emotion class among all instances predicted as that class as 

described in Table 4-6. 

Table 4-6 Classes Predictions 

Predictions Description 

True Positive (TP) The model correctly predicted the positive class. 

True Negative (TN): The model correctly predicted the negative class. 

False Positive (FP): The model incorrectly predicted the positive class (Type I error). 

False Negative (FN): The model incorrectly predicted the negative class (Type II error). 
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It reveals the number of TP, TN, FP, and FN predictions for each class. 

Thus, precision for each class measures the ability of the model to correctly 

classify that class among all instances predicted as that class. 

 Applying Attention CNN model on ROS/Gazebo Generated Dataset, 

obtain the following Table 4-7 impressive precision values for each class: 

Table 4-7 Classes precision (ROS/Gazebo Generated Dataset) 

Emotion Class Measuring Accuracy Result 

Angry    
   ⁄  100% 

Disgust    
   ⁄  99.65% 

Fear    
   ⁄  99.60% 

Happy    
   ⁄  99.20% 

Sad    
   ⁄  99.33% 

Surprise    
   ⁄  93.60% 

 

 While applying Attention CNN model on RAF Dataset, obtain the 

following Table 4-8 precision values for each class: 

Table 4-8 Classes precision (RAF Dataset) 

Emotion Class Measuring Accuracy Result 

Angry    
   ⁄  0.6542 

Disgust    
   ⁄  0.6860 

Fear    
   ⁄  0.5854 

Happy    
   ⁄  0.7089 

Sad    
   ⁄  0.6274 

Surprise    
   ⁄  0.7389 
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4.6.3 Recall (Sensitivity) 

Recall, also known as sensitivity, measures the model's ability to 

correctly identify all instances of a particular emotion class by measuring 

the ratio of true positives for an emotion class to the summation of  true 

positives for that emotion class with the false positives for the same 

emotion class. 

 Applying Attention CNN model on ROS/Gazebo Generation Dataset, 

obtain the excellent recall values for each class with the same results as 

found previously in the section 4.4.2 Precision. These recall values 

emphasize the model's efficiency in capturing all instances of emotions 

within the dataset. 

 While applying Attention CNN model on RAF Dataset, obtain the 

following Table 4-9 of recall values for each emotion class: 

Table 4-9 Classes recall (RAF Dataset) 

Emotion Class Measuring recall Accuracy Result 

Angry 316 / (316 + 56 + 316 + 23 + 27 + 18) 0.418 

Disgust 330 / (330 + 23 + 17 + 27 + 47 + 330) 0.4268 

Fear 329 / (329 + 67 + 37 + 21 + 329 + 49) 0.3959 

Happy 397 / (397 + 51 + 29 + 21 + 37 + 25) 0.7107 

Sad 293 / (293 + 64 + 37 + 19 + 51 + 33) 0.5895 

Surprise 381 / (381 + 34 + 29 + 381 + 19 + 23) 0.4395 

 

4.6.4 F1-Score 

The F1-score, a harmonic mean of precision and recall, provides a 

balanced measure of the model's performance.  
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 Applying Attention CNN model on ROS/Gazebo Generation Dataset, 

obtain the following Table 4-10 of (F1-scores) for each emotion class: 

Table 4-10 Classes F1-scores (ROS/Gazebo Generated Dataset) 

Emotion Class Measuring F1 Accuracy Result 

Angry 
           

         ⁄  100% 

Disgust 
               

             ⁄  99.65% 

Fear 
             

           ⁄  99.60% 

Happy 
             

           ⁄  99.20% 

Sad 
               

             ⁄  99.33% 

Surprise 
             

           ⁄  93.60% 

Average 98.56 

These F1-scores reinforce the model's ability to maintain a harmonious 

balance between precision and recall, indicative of its robust performance. 

 While applying Attention CNN model on RAF Dataset, obtain the 

following Table 4-11 of (F1-scores) for each emotion class: 

Table 4-11 Classes F1-scores (RAF Dataset) 

Emotion Class Measuring Accuracy Result 

Angry (2 * 0.6804 * 0.418) / (0.6804 + 0.418) 0.5175 

Disgust (2 * 0.6912 * 0.4268) / (0.6912 + 0.4268) 0.5271 

Fear (2 * 0.6431 * 0.3959) / (0.6431 + 0.3959) 0.4872 

Happy (2 * 0.6628 * 0.7107) / (0.6628 + 0.7107) 0.6856 

Sad (2 * 0.558 * 0.5895) / (0.558 + 0.5895) 0.5734 

Surprise (2 * 0.7744 * 0.4395) / (0.7744 + 0.4395) 0.5669 

Average 0.5596 

 



Chapter Four                           Results and Discussion 

64 

4.6.5 Classification Report 

The classification report provides a comprehensive summary of the 

model's performance, including precision, recall, and F1-score for each 

emotion class. The weighted averages of these metrics, as well as macro 

and micro averages, offer an overall assessment of the model's 

effectiveness. 

 Applying Attention CNN model on ROS/Gazebo Generation Dataset, 

obtain the following classification report for the Attention CNN model as in 

Table 4-12. 

Table 4-12 The classification report of Main Dataset 

Emotion Precision Recall F1-Score Support 

Angry 1.00 1.00 1.00 750 

Disgust 0.99 0.99 0.99 566 

Fear 1.00 1.00 1.00 750 

Happy 0.99 0.99 0.99 750 

Sad 0.99 0.99 0.99 750 

Surprise 0.94 0.94 0.94 750 

Statics 

Accuracy 0.99 4316 

Macro Avg 0.99 0.99 0.99 4316 

Weighted Avg 0.99 0.99 0.99 4316 

This table provides a brief overview of the precision, recall, and F1-score 

for each emotion class, along with support and the macro and weighted 

averages for the entire classification report. Both macro and weighted 

averages provide insights into the overall performance of classification 
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model. In this case, both averages have the same values (0.99) because the 

dataset seems balanced, with an equal number of instances for each class. 

 While applying Attention CNN model on RAF Dataset, obtain the 

following classification report for the Attention CNN model as in the below 

Table 4-13: 

Table 4-13 the classification report of Secondary Dataset 

Emotion Precision Recall F1-score Support 

Happy 0.7089 0.6628 0.6851 560 

Sad 0.6274 0.5592 0.5913 467 

Angry 0.6542 0.6796 0.6667 483 

Surprised 0.7398 0.7744 0.7567 515 

Fearful 0.5854 0.6451 0.6138 562 

Disgusted 0.6861 0.6904 0.6882 481 

Statics 

Accuracy 0.6669 3068 

Macro Avg 0.6670 3068 

Weighted Avg 0.6664 3068 

 

4.6.6 Confusion Matrix 

A confusion matrix is typically presented as a table, and it helps to 

understand where the model is making correct predictions and where it's 

making errors. From this matrix, it can calculate various performance 

metrics like precision, recall, and the F1-score, which provide insights into 

the model's accuracy, sensitivity, and overall effectiveness. The bellow 

Figures 4-5 and 4-6 shows the obtained results of confusion matrix when 

applying the Attention CNN model on both mainly and secondary datasets. 
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 Applying Attention CNN model on ROS/Gazebo Generation Dataset, 

obtain the following confusion matrix: 

 

Figure 4-5 The Confusion Matrix of Main Dataset 

 While applying Attention CNN model on RAF Dataset, obtain the 

following: 

 
Figure 4-6 The Confusion Matrix of supplementary dataset  



Chapter Four                           Results and Discussion 

67 

4.7 Group Emotion Recognition (GER): 

In the field of GER, the objective is to analyze emotional dynamics 

in group scenarios to enable better human-robot interactions and decision-

making based on group emotions. This process involves several key steps. 

First, as shown in Figure 4-7 a repository is created to store critical 

information required for emotion classification within each frame, 

including the number of detected faces in each frame, individual emotions, 

probability distributions, entropy calculations, and information about the 

largest and nearest faces. Then, the process goes through faces localization 

and proximity metrics calculations, determining the number of faces, the 

largest face, and the nearest face within each frame using Euclidean 

distance calculations. Following this, emotion labels are assigned to each 

detected face using the pre-trained Attention CNN model. The probability 

distribution of emotions within the group is computed, and entropy is used 

to measure diversity in emotions. The threshold for entropy is determined 

based on a median value, allowing frames to be categorized as exhibiting 

either clear and consistent emotions or diverse and uncertain emotions. The 

GER score is calculated by combining proximity metrics and entropy, 

reflecting the overall emotional dynamics of the group in each frame. 

Finally, the GER_Label is identified for each scene, summarizing the 

emotional state of multiple frames based on aggregated GER values and 

predefined thresholds. This structured approach enhances the understanding 

of group emotions during human-robot interactions, enabling robots to 

make context-aware decisions effectively. 
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Figure 4-7 a view of samples from the main dataset repository 

Furthermore, the Figure 4-8 show the Emotions_Label’s 

classification of all the GER scenes that obtained within ROS dataset of the 

both cafeteria and museum environments. 

 

Figure 4-8 ROS dataset Emotions_Label’s classification 

30% 
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26% 

22% Cafeteria_Positive_Scenes
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Museum_Positive_Scenes

Museum_Negative_Scenes



Chapter Four                           Results and Discussion 

69 

4.8 Decision making 

Establishing a robust decision-making framework for a social robot, 

depending on the Positive or Negative labeling generated by the GER 

system, establishes an essential phase for ensuring harmonious HRI. This 

process must be characterized by sensitivity, adaptability, and a deep 

understanding of the intricacies of human emotions and social indications 

across diverse scenarios and user’s natures. It is also imperative to follow to 

ethical rules to foster respectful and responsible interactions with humans. 

Thus, the decision-making procedure for a social robot, based on the 

Positive or Negative labeling of GER, is an essential step in enabling 

suitable HRI. In this procedure, the robot initially gathers GER information, 

which is then processed by a dedicated GER component to ascertain 

emotion labels. These emotion labels are then classified by a distinct 

Classifier component. The GER component communicates the emotion 

classification back to the robot. Depending on whether the GER result is 

positive or not, as previously illustrated in Figure 3-11, the robot will be 

enable to make the right suitable decision making according to the detailed 

situations bellow. 

 

4.8.1 Positive GER Label:  

When GER labels a scene as Positive, signifying a collective 

emotional state that is clear and positive, the robot is empowered to engage 

with the group through a chatbot interface. 

The following Table 4-6: 
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Table 4-14 Robot actions for Positive GER 

Action Description 

Initiate Chat Box 
Start a chat box or conversation interface on the robot's 

display or communication device. 

Greetings 
Begin the interaction with a friendly greeting or introduction, like 

"Hello, how can I assist you today?" 

Engage Actively 
Actively engage with the group, asking open-ended questions, and 

attentively listening to their responses. 

Emotionally 

Appropriate 

Responses 

Tailor responses based on the group's emotions. Maintain a cheerful 

tone for a happy group or respond empathetically to concerns. 

Offer Assistance 

Be ready to offer assistance or information based on the context of 

the interaction, answering questions, or providing relevant 

information. 

Monitor Emotions 
Continuously monitor the group's emotions during the conversation 

and adapt the conversation style if emotions change. 

Maintain Ethical 

Conduct 

Ensure the robot's behavior remains ethical and respectful 

throughout the interaction, avoiding actions that may offend or 

upset the group. 

Contextual 

Awareness 

Consider the context of the interaction, including the purpose of the 

conversation and the preferences of the group members. 

This table above outlines the key actions undertaken by the robot in 

response to this previous scenario. 
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4.8.2 Negative GER Label: 

Conversely, when GER designates a scene as Negative, indicating 

emotions that are diverse or less clear, possibly leaning towards negativity, 

the robot's decision-making process diverges. Here, the robot opts for 

disengagement and potential relocation to avoid potentially negative 

interactions. The following Table 4-7 outlines the decision-making actions 

taken in response to this previous scenario: 

Table 4-15 Robot actions for Negative GER 

Action Description 

Stop Interaction 
Politely inform the group that the robot needs to attend to other tasks, 

ceasing the ongoing interaction. 

Dis-engage 
Stop the current conversation or interaction in a friendly and non-

intrusive manner, leaving the option for future questions 

Maintain 

Distance 

If applicable, move the robot to a predefined safe distance or location to 

avoid disrupting the group. 

Monitor 
Continuously monitor the group's emotions from a distance to assess 

whether emotions become more positive or stable. 

Alert Human 

Supervisor 

Depending on the context, consider notifying a human supervisor or 

operator about the situation for further actions. 

Safety 

Considerations 

Prioritize safety during the robot's movement, ensuring it doesn't pose 

physical risks to the group or itself. 

Record Data 
Record data related to the interaction for later analysis and 

improvements in the robot's decision-making algorithms. 

Review 
Periodically review the group's emotions after moving away. If emotions 

improve or the situation changes, the robot decide whether to re-engage. 
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4.9 Discussion: 

Evaluating the thesis components of the offered system is essential in 

estimating the performance and effectiveness of the proposed GER system 

within the context of HRI. These components are consisting of; the 

datasets, including the ROS/Gazebo Generation Dataset and the RAF 

Dataset, are detailed, highlighting their significance and contributions to the 

research. Attention CNN model's architecture, training process, and 

evaluation metrics demonstrate the system's robustness in recognizing 

emotions. The decision-making process for social robots based on GER 

results is outlined with sensitivity and ethical considerations. However, 

limitations, such as dataset size, emotion diversity, potential biases, 

overfitting risks, image quality dependency, hardware constraints, 

contextual understanding, lack of external validation, and real-time 

processing challenges, are emphasizing the need for cautious interpretation 

of the system's outcomes in real-world HRI scenarios.  

Finally, as a compression of what has been reached between what 

this thesis and a related research [81]; Table 4-9 show that: 

Table 4-17 : comparison between thesis and [81] 

Aspect This Thesis [81] 

Methodology 

and Approach 

Two-tiered face detection, MTCNN 

integration, Attention CNN model in 

TensorFlow and Keras. 

Viola–Jones classifier for face 

detection, VGGFace-based 

feature extraction, emotion 

classification into six 

categories. 

Dataset 

Utilized 

ROS/Gazebo Generated Dataset 23,000 

images and 12 videos, and use RAF 

Dataset 

ROS/Gazebo Generated 

Dataset 23,000 images and 12 

videos 
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Aspect This Thesis [81] 

Model 

Architecture  

Attention CNN model with 

convolutional layers, max-pooling, fully 

connected layers, and softmax output. 

Modified VGGFace model for 

individual emotion 

classification with dropout 

layers. 

Scene 

Determining 

Grouping frames into scenes every ten 

repeated frames for group emotion 

analysis. 

Using Blocks of Frames 

(BOF) to determine scenes 

based on face size changes 

between frames. 

Group 

Emotion 

Aggregation  

Group Emotion Aggregating (GER) 

based on face localization, proximity 

metrics, entropy calculations, and CNN-

based emotion recognition. 

Aggregating individual 

emotions by defining scenes 

based on face size in Blocks 

of Frames (BOF). 

Results and 

Performance 

Metrics 

High accuracy, precision, recall, and F1-

score values ranging from 93.60% to 

100% for all emotion classes. 

Average accuracy of 97.19% 

for individual emotion 

detection and 89.78% to 

90.84% for emotion detection 

in videos 

The table 4-17 provided a concise comparison between two research 

efforts, represented as "This Thesis" and " " in the field of Emotion 

Recognition in Human-Robot Interaction. It highlights key aspects of their 

research, including their research, methodologies; datasets utilized, and 

model architectures for emotion recognition, group emotion aggregation 

techniques, and results with performance metrics. 
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5.1 Overview 

This chapter discusses the conclusion which have verified in this thesis 

at (section 5.2) and suggests a suitable future works at (section 5.3). 

 

5.2 Conclusions: 

The research on HRI decision-making based on GER has reached 

several significant conclusions: 

1. Dependable Emotion Recognition and Decision-Making: 

The study successfully developed an Attention CNN model for emotion 

recognition, enabling accurate detection of emotions from individual faces 

in dynamic human-robot interaction scenarios. This model serves as the 

foundation for group emotion recognition and subsequent decision-making. 

2. GER Calculations: 

The proposed method for determining group emotion based on the entropy 

of distributed emotions and the size of each face in the frame demonstrated 

the feasibility of understanding collective emotions. By combining 

proximity metrics and entropy calculations, GER provides valuable insights 

into the emotional dynamics of groups. 

3. Robust Attention CNN Model: 

The Attention CNN model achieved high accuracy across multiple 

emotions, indicating its robustness in recognizing diverse emotional states. 

This model is pivotal for interpreting and responding to human emotions in 

real-world HRI scenarios. 
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5.3 Future Work Suggestions: 

1. Dataset Enhancement:  

Future research can focus on expanding the diversity and size of the 

emotion recognition dataset. This would involve capturing a wider range of 

emotional expressions and considering a more diverse group of participants 

to address potential biases. 

2. Enhancing Emotional Understanding and Cultural Sensitivity:  

Future work aims to enhance emotional intelligence by recognizing 

nuanced emotions and diverse emotional states, while also diversifying 

datasets to improve recognition across different ethnicities and cultural 

expressions. 

3. Real-Time Processing Optimization:  

Addressing hardware constraints for real-time processing is essential for 

practical deployment.  

4. Contextual Understanding:  

Future work should aim to enhance the system's contextual understanding 

of human emotions and social interactions. This might involve 

incorporating context-aware algorithms that consider situational factors.
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 الخلاصة

(، حهعب انقذسة عهٗ انخعشف HRIفٙ يدبل انخفبعم بٍٛ الإَغبٌ ٔانشٔبٕث )

حٛث إَّ . الاخخًبعٙ  عهٗ انًشبعش الإَغبَٛت ٔفًٓٓب دٔسًا أعبعٛبً فٙ حغٓٛم انخفبعم

 عًهٙ ( كأعبطGERانخعشف عهٗ انًشبعش اندًبعٛت ) تفاصٌل الاعخفبدة يٍ ٌمكن

 (.HRIضًٍ يببدئ عًم ال)نخحغٍٛ عًهٛبث صُع انقشاس 

فً بادئ الأمر خطوات لاتخاذ القرار الأفضل. حخكٌٕ يُٓدٛت ْزِ الأطشٔحت يٍ عذة 

انعبطفٛت  الوجه بٛشبحعواسعة من  أطٌافبٛبَبث حشًم  مجموعةانبحث عٍ تم 

بٌانات مستمدة من  ةمجموع أعتمدت لذا فقد .مختلفة لتجمع الأفرادٔعُٛبسْٕٚبث 

تعابٌر الوجوه من خلال  لتحلٌل رئٌسً كأعبط الحقٌقً اقعللو افتراضٌة يحبكبة بٌئات

بشكم أٔنٙ ٔيٍ ثى أعخُببط ٔ حًٛٛض  انٕخِٕ ٔ ححذٚذ لاكخشبفإستخدام طرٌقة منهجٌة 

لضمان تحدٌد الوجوه ، ( HOG و  Haarالــ) مصنفات ذلك من خلال دمج، ٔانخعببٛش

، (Dlibاستخدام الـ) ت الممٌزة لتعابٌر الوجه من خلالالعلامااعخخشاج ثم  .فعبلبشكل 

 .( MTCNN)الــ ولتعزٌز الدقة فً تحدٌد الوجه تم إستخدام

(، انًصًى CNNٚكًٍ خْٕش ْزا انبحث فٙ حطٕٚش ًَٕرج انشبكت انعصبٛت انخلافٛفٛت )

ٚخٛح ًَٕرج  حٌث إنه نخعبٛشاث انٕخّ. طبقا المشاعر نخصُٛف دقٛق نهصٕس يخعذدة

ً لكً انًٓٛأة انز٘ حى حذسٚبّ عهٗ يدًٕعت انبٛبَبث  ٔ (Attention CNNالـ) مسبقا

ثى حى اخخببس ْزا انًُٕرج عهٗ َٕعٍٛ  و من انخعشف انذقٛق عهٗ انًشبعش. ٌتمكن من

 عالٌة عند إستخدامه على ححقٛق دقتحٌث إنه تم يٍ انبٛبَبث الأعبعٛت ٔانثبَٕٚت. 

 لإستكشاف% 5.89َغبت محققا  الرئٌسٌة (ROS/Gazebo Generatedــ)ال بٌانات

انغخت انًقخشحت )انغضب ، الإشًئضاص ، انخٕف ، انغعبدة ، انحضٌ  خًٛع فئبث انًشبعش

 % يٍ انذقت.66 الثانوٌة (RAFالـ)، بًُٛب حققج يدًٕعت بٛبَبث ، انخفبخئ (



 

 

انفٛذٕٚاث صًًج بٕاعطت يدًٕعخٍٛ يٍ انًٕدٚم عهٗ  علأة عهٗ رنك، حى حطبٛق

، حٛث أَّ حى ححٕٚم  كبفٛخٛشٚب(بُبٚت يخحف ٔ عت بقبشايح يحبكبة نبٛئخٍٛ ٔاقعٛخٍٛ ًْب )

ْزِ انفٛذٕٚاث انٗ يدًٕعت إطبساث ٔحى انخعبيم يع كم إطبس عهٗ أَّ صٕسة ، نٛخى 

ٛع إعخخذاو َفظ انعًهٛبث انغببقت فٙ ححذٚذ انٕخِٕ ٔ إعخُببط انًشبعش لأفشاد انًدبي

 ضًٍ ْزِ انصٕس.

 بعذ ححذٚذ انٕخِٕ ٔ حعببٛشْب حى إعخًبد يبذأ انخٕصٚع انًكبَٙ نٓزِ انٕخِٕ ٔيبذأ

بعذ ديح كم  الافشاد ضًٍ انصٕسة انٕاحذة ، ٔ يٍ خٕصٚع يشبعش يدًٕعتن الأَخشٔبٙ

ٚخى لاحقب ٔفق عًهٛبث يحذدة حصُٛف يشبعش ، عششة أطش نخشكم يشٓذ ٔاحذ 

ضًٍ إحذٖ حبنخٍٛ عهبٛت أٔ إٚدببٛت  حًٓٛذا نخًكٍٛ انشٔبٕث يٍ نكم إطبس  انًدًٕعت

إحخبر انقشاس انًُبعب فٙ كٛفٛت انخعبيم يع يدبيٛع الافشاد ضًٍ انبٛئبث انخفبعهٛت 

دقت  ّانًُٕرج ٔححقٛقخظُٓش عًهٛت انخقٛٛى فعبنٛت ن ، (HRIانـ) ضًٍ يفبْٛى انًٕخٕد فٛٓب

يُبعبت .     ٔاحخبر قشاساث  انًخخهفت نكم فشد انًشبعش عبنٛت فٙ انخًٛٛض بٍٛ
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