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Abstract 

                 The human face contains a wealth of information that is influenced 

by genetics, therefore family members often share common facial 

characteristics due to their kinship. Kinship verification is a challenging 

problem in many important applications, such as forensic science, biometrics, 

and face recognition. Kinship verification provides a powerful tool in forensic 

investigations, contributing to the resolution of missing person cases, social 

media analysis, genealogy research, and historical study. Although a DNA test 

is the most accurate mean for kinship verification, it unfortunately, cannot be 

used in many scenarios such as situations that require real-time processing or 

applications where we have non-cooperative users, and it is also costly. The 

main aim of this thesis to verify if two people have a kinship by analyzing two 

face images together, extracting the relationship features between them, and 

then determining if they have Kin or not. 

               The proposed system presents a kinship verification system based on 

automatically learning discriminative features from facial images using a three-

dimensional convolutional neural network with a new architecture. This system 

consists of two main stages: the preprocessing stage and the kinship verification 

stage, and each stage includes multiple steps that perform different functions. 

In the preprocessing stage, the input images are prepared to be suitable for deep 

neural network model by scaling and normalizing them. The kinship 

verification stage is implemented to provide the kinship decision in two steps: 

the feature extraction step to extract the salient facial features as well as tracking 

these features in two input images, and then the classification step to decide on 

those images: kin or not. 

               The extensive experiments revealed that the 3D CNN had promising 

results compared with many state-of-the-art approaches. The accuracy of the 

proposed system reached 83.75% in the KinFaceW-I dataset, 91% in the 

KinFaceW-II dataset, and 75.5% in the FIW dataset.  
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1.1 Introduction 

              Forensic science is a multi-disciplinary that involves employing 

natural sciences such as computer, biology, chemistry, physics, and 

humanities such as psychology and sociology, in collecting and analyzing 

evidence left inside and outside the crime scene and employing the results 

of analyzes in determining the descriptions of the perpetrator, the victim, 

and the crime, to use these results later as evidence to convict or acquit 

the accused in court [1]. 

              Face image analysis is a significant topic of study in image 

processing, computer vision, security, forensic investigation and pattern 

recognition at present. This is due to the fact that the human face includes 

huge social data including gender, age, and emotional state, as well as 

identifying features that may be utilized to determine an individual's 

identity. Face recognition, age estimation, facial expression recognition, 

and gender have been the subject of extensive study during the recent 

years [2],[3]. 

              Computer-based kinship detection and verification is one of the 

study topics dependents on face image analysis. Kinship verification is a 

process of determining the biological relatedness between individuals. 

These relationships may be "Parent_Child", "Sibling_Sibling", 

"Grandparent_Child", etc., as seen in Figure 1.1. More than fifty percent 

of a parent's genes are passed on to their offspring. Children inherit several 

features from their parents, including resemblance in appearance, 

conduct, and voice, since genes overlap [2]. 
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            Facial Kinship Verification model uses face images or videos to 

automatically determine whether or not two people are related [4]. 

            Figure 1.1: Common Examples of Kin Relationships[5].  

               While Deoxyribonucleic Acid (DNA) tests have revolutionized 

forensic science and becomes an invaluable tool in criminal investigations 

such as kinship verification, it is not without its limitations. Some of the 

main limitations of using DNA tests in forensic science include [6]:  

 Sample Contamination: DNA testing requires handling small and 

sensitive samples. Contamination from external sources can occur 

during collection, handling, or analysis, leading to unreliable 

results. 

 Sample Degradation: DNA samples can degrade over time, 

especially in adverse environmental conditions. This degradation 

can result in partial or low-quality DNA profiles, making it 

challenging to obtain conclusive results. 
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 Mixtures and Low-Quantity Samples: In crime scenes where 

multiple individuals' DNA is present, interpreting mixed DNA 

profiles can be complex and may not definitively identify the 

contributors. 

 Database Limitations: DNA databases have limitations, such as 

incomplete or biased representation, which can affect the accuracy 

and reliability of matches and associations. 

 Ethical and Privacy Concerns: The use of DNA in forensic 

investigations raises ethical questions about the collection, 

retention, and use of genetic information, as well as potential 

privacy issues. 

           These limitations make DNA tests unfeasible solutions in some life 

scenarios related to forensic applications and video surveillance. In 

addition, DNA needs many days to process, therefore it cannot be used in 

situations requiring real-time processing or with difficult users. Owing to 

the increasing expansion of multimedia, facial kinship verification has a 

substantial impact on a number of fields [5],[3]. 

            Human sensory perception is insufficient to detect similarities 

between two photos taken by different people [7]. Poor accuracy rates are 

caused by the difficulty of quickly detecting face features including the 

size, shape, and color of face components. The most difficult and 

important step in the verification process is feature extraction, which is 

also the core of the system since the salient features made available for 

recognition have a direct impact on the precision of the kinship 

verification and recognition tasks [3],[8].               
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              Fundamentally, there are two categories of limitations to 

recognizing kinship that have an impact on the accuracy of verifying 

facial kinship: directly challenging (associated to the kinship itself) 

which include differences in gender, age, and feature likeness amongst 

relatives, and indirectly challenging (relating to the database's 

environment) , such as lighting, noise, occlusion, facial expressions, blue, 

position variation, and lower picture quality, can have an impact on 

database photographs and lead to bad accuracy [2], [3], [9] . 

                In spite of FKV being an emerging, important, and challenging 

problem in computer vision, it has attracted a growing amount of interest, 

because of its potential and various applications in many fields such as: 

1. In the field of public social security, it could be depended to find 

missing children, criminal investigations, and border control  [10] . 

2. In the social media domain, the FKV could be utilized in family 

photo album organization, improving the performance of face 

recognition systems and social media analysis [11] . 

3. In the anthropology and genetics domain, FKV contributes in 

studying the hereditary characteristics of close relatives in social 

relationships [12]. 

4. FKV has potential applications in smart homes, the Internet 

of Things (IoT) [13]. furthermore,  the FKV can be considered as 

an important research tool for visual kinship issues including family 

recognition and family retrieval [14].   
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           The deep learning algorithm is one of the most popular ways of 

learning kinship. Deep Learning (DL) has now outperformed several 

shallow structural features (such as Histograms of Oriented Gradient 

(HOG), Scale Invariant Feature Transform (SIFT), and Local Binary Pattern 

(LBP)) and has achieved state-of-the-art results on important visual 

recognition functions. Deep learning generates more informative 

representations for classification tasks, resulting in higher accuracy [3].  

              The facial kinship verification method is made up of a number of 

stages, each of which has a number of steps that serve various purposes, 

as illustrated in Figure 1.2. The preprocessing stage (which covers all 

aspects of image preprocessing), classification stage (which covers 

feature extraction, feature selection, and other activities that might result 

in salient features, and classification task) [2] . 

 

Figure 1.2: A General Facial Kinship Verification Framework[2] 
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1.2 Problem Statement 

             Facial Kinship Verification (FKV) means automatically 

determining whether two individuals have a kin relationship or not from 

their given face images or videos. Due to the fact that DNA requires several 

days for processing, it cannot be used in situations that require real-time 

processing or applications where we have non-cooperative users, and it is 

also costly. 

1.3 The Aim of the Thesis 

        The thesis aims to develop and evaluate a facial kinship verification 

model that can accurately determine the kinship relationships between 

individuals based on their facial features. The main objectives of this 

thesis are: 

1. Design new architecture for kinship verification system using Deep 

Neural Network. 

2. The proposed system processes more than one input image in 

conjunction, and it is designed to learn related features between 

these face images.  And this model can work in low-image-quality 

and unconstrained imaging environment.  

3. To reach better accuracy for facial kinship verification. 

1.4 Contributions  

          This thesis contributes to the development of a solid and usable 

Facial Kinship Verification system, which can be considered a crucial step 

with increasing interest in smart recognition and verification systems. The 

contribution of this thesis can be:  
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1. Building and implementing an automatic model that can process 

more than one image at the same time by using three-dimensional 

convolutional neural network (3D CNN). This model can detect the 

facial salient features as well as tracking these features through all 

input images and extract the related unique facial one in the same 

model and same time, which theoretically leads to reduce the 

processing time. 

2. Coming up with a Kinship verification system based on face 

images, that is non-intrusive, cost-effective, and can be readily 

implemented in forensics investigation. And presenting a system, 

which offers an efficient implementation of low-quality and 

different illumination conditions or high-contrast images. 

1.5 Thesis Organization 

Chapter One: This chapter provides an introduction to the entire thesis, 

the contribution of thesis and the aim. 

Chapter Two: Gives a full explanation of the main principles that will be 

used in the remainder of this thesis, as well as related work. 

Chapter three: clarifies the main steps of designing the Facial Kinship 

verification model using Three-Dimensional Convolutional Neural 

Network. 

Chapter four: The experimental results of verifying Facial Kinship are 

detailed in this Chapter. 

Chapter five: The thesis's conclusion and future works will be discussed 

in this chapter.  
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THEORETICAL BACKGROUND 
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2.1 Overview  

             Kinship verification models are checking whether two persons 

belong to the same family or not. The goal of automatic kinship 

verification is to discover computational models that can accurately 

determine the existence of a familial relationship just by analyzing input 

patterns, including faces, voices, iris, and gaits. Kinship Verification has 

various practical applications in the real world, the most important in 

forensics investigations such as finding missing family members and 

family member identification, as well as, in social media analysis, 

genealogical, and historical research.  

            Although a DNA test is the most accurate method for determining 

kinship, it cannot be utilized in many situations, therefore Forensic 

Computing has become the reasonable solution in these situations. The 

existing works on verifying kinship basically share similar facial features. 

This involves employing shallow features LBP (Local Binary Patterns) 

and HOG (Histograms of Gradients) features as inputs to (Support Vector 

Machines) for verifying kinship such as (father, mother, brother, sister 

etc.).  

           These approaches perform better under some limited face image 

variations (resolution, illumination, blur etc.) but always suffer under 

uncontrolled environments or generalizing to unseen data. However, 

recent developments in machine learning indicate high performance, 

which can be reached from learned features based on deep learning 

methods rather than shallow features. 
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2.2 The Learning Process 

    The direction of signal propagation is one of the important 

topological choices when constructing a neural network, whether it is a 

forward or recurrent direction.  Hence, there are two types of networks 

based on the direction of signal propagation; Feed-Forward Neural 

Network (FFNN), and Feed-Back Neural Network (FBNN) also called 

recurrent Neural Network. Combining the two topological features, 

(multi-layer ML and Feed-Forward FF), a general purposes neural 

network is constructed, and called Multi-Layer Feed-Forward network 

(MLFF). The learning is the process of the determination weights so that, 

the knowledge stored in the network as an experience function is 

modified, to allow a learning rule for changing the values of the weights. 

There are two types of neural networks according to the way learning is 

performed [15]: 

• Fixed networks which the weights are fixed a priori according to 

the problem to solve and cannot be changed, i.e.: 
dw

dt
= 0 .  

 Adaptive networks are can to change their weights, i.e.: 
dw

dt
 ≠ 0  

2.2.1 The Methods of adaptive ANN learning:  

1. Supervised learning: some information is presented to the 

network during the learning process to determine the correct answer 

should be. Then the network is used the learning algorithm to adjust 

itself. The supervised learning paradigms include error-correction 

learning and stochastic learning. main objective of this learning is 

determining a set of weights that minimize the error between the 

desired and compute values [15]. Examples of these learning 
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algorithms are: Back Propagation (BP) and Support Vector 

Machine (SVM). 

2. Unsupervised Learning: In the unsupervised methods, no 

information can be presented to these networks and therefore 

cannot know exactly what the correct output should be. These 

networks must discover alone patterns, features, correlations, or 

Categories in the input data and code for them in the output. 

Examples of these learning algorithms found in the K-means 

clustering [16] . 

3. Reinforcement learning: In these methods, an indication of 

whether the output answer it computes is right or wrong is 

presented, so that a teacher is present, but the right answer is not 

presented to the network[15]. Examples of these learning is gaming 

and robotics.  

In this thesis use Supervised learning. 

2.3 Back Propagation Learning (BP) 

            It is a supervised learning-based method. It is a technique that 

enables the network to adjust its weights and biases to minimize the 

difference between predicted outputs and actual outputs. After choosing 

the weights of the network randomly, the back propagation algorithm is 

used to compute the necessary corrections [17], [18], [19]. The algorithm 

may be split into the following steps: 

1. Feed-forward computation: During the forward pass, input data 

is fed into the neural network. Each neuron's output is computed 

by apply an activation function to the weighted sum of its input. 
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2. Calculate Error: By comparing the predicted output of the neural 

network to the actual target output via a loss function, the difference 

between the two is calculated.  

3. Backpropagation: The goal of backpropagation is to adjust the 

weights of the neurons in the network in such a way that the loss 

function is minimized. It works by propagating the error backward 

through the network to compute the gradients of the loss with 

respect to the weights. 

4. Gradient Calculation: The gradient of the loss with respect to each 

weight and bias is calculated using the chain rule of calculus. This 

gradient indicates the direction and magnitude of change required 

to reduce the loss. 

5. Weight Update: An optimization process, such as gradient 

descent, is used to update the weights and biases. It aiming to move 

the network's parameters in the direction that reduces the loss. 

          Backpropagation is a key component of training deep neural 

networks. It allows networks to learn complex patterns in data by 

iteratively adjusting their parameters based on the errors observed during 

training. recent advances in optimization techniques, network 

architectures, and hardware have made it possible to train complex neural 

networks effectively. 

When the value of the loss function becomes sufficiently minimal, the BP 

algorithm is ended [17]. Back Propagation algorithm illustrate in Figure 

2.1. 
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Figure 2.1: An Example of Backpropagation in The Neural Network 

2.4 Deep learning 

              Deep learning is a branch of machine learning that deals with 

methods for modeling neurons in the human brain. It focuses on building 

and training artificial neural networks for feature learning and pattern 

classification [20] [21]. 

             Deep learning models, often referred to as deep neural networks, 

consist of multiple layers of artificial neurons called nodes or units. Each 

layer receives inputs from the previous layer and applies a series of 

mathematical operations to generate outputs [22]. 

         DL algorithms are relied essentially on the notion of ANN artificial 

neural networks. The availability of rich data and suitable processing 

power has made training such algorithms easy in today's society. As more 

data is collected, the performance of deep learning models continues to 

improve. A better representation of this can be seen in Figure 2.2, [23]. 
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Figure 2.2: The Performance of System with Amount of Data 

              Deep learning architectures are used in several domains such as 

computer vision, image processing, natural language processing and many 

others. The deep learning model can automatically extract features, learns 

these extracted features automatically also whether they are visible to the 

eye or not as part of the training process, and produces correct results. But 

in the machine learning model, the features must design manually that 

capture relevant information from the data [24], [25]. 

              Deep neural networks have multiple hidden layers of 

interconnected neurons, allowing them to automatically learn features 

from raw data. This enables the network to capture increasingly complex 

patterns and representations as information flows through the layers. Deep 

neural networks contain more layers than traditional shallow neural 

networks [26]. 
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2.4.1 Deep Convolutional Neural Networks (CNN) 

               Convolution is one of the most important mathematical 

operations that can be applied widely in speech processing, image 

processing as well as in video processing to represent the modification of 

the shape based on another one which is called filters or kernel. This 

concept is exploited in deep neural networks and presented in Convolution 

Neural Networks CNN that can filter the inputs in deeper filters to extract 

efficient features [27]. 

              CNN performs two major functions respectively, the feature 

extraction function and the classification function of these features, each 

of these functions utilizes some layers to achieve its specific purpose. The 

feature extraction function can be implemented by stacking convolution, 

nonlinear (activation), and pooling layers in some manner. The 

classification function is done through some fully connected (dense) and 

nonlinear (activation) layers. In addition, some generalization layers were 

added in two functions [27]. For each function, these layers are stacked as 

follows: 

 Feature Extraction Function 

               CNN's feature extractor architecture consists of one or more 

convolution layers, each followed by a nonlinear layer representing the 

activation function applied to that layer to distinguish the special signal of 

useful features on each hidden layer. The convolution layer is responsible 

for extracting and constructing the feature maps of the input image. In 
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other words, the convolution layer acts as a local filter on the input image, 

with the filter kernel coefficients set during the training process. [28].  

              A non-linear function is employed in both general neural 

networks and CNN; for recognizing the special signal of important 

features on each hidden layer. CNN can implement a number of  non-

linear layers (activation functions), including 'Rectified Linear Units 

(ReLUs) and Tanh [27],[29] . 

             Using a subsampling (pooling) layer, the CNNs model is more 

robust against noise and blurring conditions. It is responsible for reducing 

the resolution of the features of an input image. This reduction in feature 

resolution is done by combining the outputs of a neuron, which are 

clusters at one layer, into a single neuron in the next layer using one of the 

pooling functions such as MAX pooling, MIN pooling or AVERAGE 

pooling[29]. 

 

 Classification function 

              Finally, a standard neural network with one or more hidden 

layers can be concatenated with dense or fully connected (FC) layers. The 

last layer of the model (also the most latest FC layer) represents the output 

layer where classification decisions are made[27]. 

2.4.2 Convolution Neural Networks Types: 

               There are three types of Convolution Neural Networks (CNN) 

in the real world based on the input dimensions used. these are one-

dimensional, two-dimensional, and 3-dimensional CNNs [30]. 
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              A 1D Convolutional Neural Network ( 1D CNN) is a type of 

neural network architecture primarily designed to process one-

dimensional sequential data, like time series data, audio signals, and text 

data.it can extract spectral features from the data  [30],[31]. The general 

1D-CNN architecture can be seen in Figure 2.3 as follows. 

 

Figure 2.3.: 1D-CNN General Architecture 

                2D CNNs are the most common type of CNNs, it can extract 

spatial features from the input data. 2D CNNs are designed to process 

two-dimensional data, which is typically represented as images. Images, 

have two dimensions: width and height. 2D CNNs perform convolution 

operations across both dimensions and often have multiple channels, 

allowing them to capture different features in the data [26].  Figure 2.4 is 

illustrating the typical block diagram of 2D CNNs. 
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                        Figure 2.4.: Typical Block Diagram of 2D CNN 

2.4.3 Three Dimensions Deep Convolutional Neural Network 

(3D CNN) 

             A 3D-CNN is based on the concept of convolutional neural 

networks (CNNs) but with the adding of a temporal dimension. 3D-CNN 

are specifically designed for processing three-dimensional data, such as 

videos and medical scans (e.g., MRI, CT) [30].        

            Three Dimension deep Convolutional Neural network (3D CNN) 

is implemented to consider the spatio-temporal information in the 

processing of video applications such as Video classification [27]. All      

2-dimensions Classification methods deal with video by ignoring the 

temporal features of that video. The classification is based on the frames 

of video without taking into account the changes in dynamic features over 

time and the predictions for the next frames. In other words, the methods 

based on a frame cannot utilize all available information in the sequences 
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of images. In these classifications, one frame is independently classified 

at a time. by using 2D CNN [32] [33]. 

              The architecture of 3D CNN and its layers is similar to 2D 

architecture but uses 3D kernels instead of 2D. The 3D CNN consist of 

many layers performs a specific function and uses saved weights to 

produce its output. These layers consist of 3D convolutional layers, non 

linear layers, pooling layers, and fully connected layers [30], in addition, 

some layers can be added to provide a generalization to the network, these 

layers represented batch normalization layers and dropout layers. The 

block diagram of 3D CNN is shown in Figure 2.5.  

Figure 2.5: A Common Block Diagram of 3D CNN 

2.4.4 Three Dimensions Deep Convolutional Neural Network 

(3D CNN): Architecture 

               The layers of 3D CNN can be shown as: 
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a) Convolution Layer  

               The 3D convolution layer extracts features and produces feature 

maps by applying a 3D kernel (filter) to a sequence of images. The 

weights saved represented the kernel coefficient, which determines the 

training process. The 3D convolution layer is similar to 2D convolution 

layer in functions worked and in the hierarchy of feature maps extracted 

excepted 3D convolution layer used kernel stride of 3-dimensions [33] 

[34]. Figure 2.6 represents the process of 3D convolution utilized by 3D 

CNN. 

 

(a) 

 

(b) 

Figure 2.6: Convolution Layer of 3D CNN (a)Pictorial Representation of convolution 

Process[35] (b) The 3D Convolution Process in The Convolution Layer [34] 

                A 3D input volume of dimensions N x N x D is convolved with 

H kernels of dimension k x k x D and stride S as shown in Figure 2.6(a). 



 

22 

 

H kernels process with a sliding window and starting from the top-left 

corner of the input to the bottom-right corner of the sequence of images, 

each kernel is moved from left to right in a downward direction, according 

to the value of stride, usually one element at a time so that convolved the 

input with one kernel generated the one output feature, so convolved input 

with H kernel generates H features independently [35].  

               Each feature in the output will contain elements which is 

multiplied and accumulated element-by-element to create one output 

feature. Figure 2.7 represents the multiplied and accumulated process with 

H kernel size k x k. 

 

Figure 2.7: The Multiplied and Accumulated Process of Convolution Operation 

              Many control parameters which are called hyper parameters are 

determined in convolution layer to control the output size of the 

convolution layer [36] . These parameters can be detected as: 

1. Zero-padding  

2. Filter size 

3. Number of filters. 

4. Stride. 
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b) Non-Linear Layer  

              The activation function is a node in the network, that describes 

the method by which the input is converted into an output [26]. This work, 

uses two approaches, ReLU and sigmoid function. 

              Non-Linear layers apply many functions, including the 'Rectified 

Linear Units (ReLUs) function’ and ‘sigmoid function’. These functions 

are used to determine the distinct features of each hidden layer. The 

feature maps output from the convolution layers becomes the input to 

Non-Linear layers to convert the linear output into nonlinear [29]. 

             Rectified Linear Units (ReLU) is a non-linear "trigger" function 

used in both general neural networks and CNNs as an activation function 

consisting of the non–linear layer concatenated with the convolution 

layer, Figure 2.8 illustrates a plot of a ReLU function [37]. 

           The ReLU function is applied to each input element as a threshold 

operation. As a result, all values less than zero are set to zero [38] . Thus, 

the ReLU is represented as follows:  

𝑟𝑒𝑙𝑢(𝑥) = 𝑚𝑎𝑥(0, 𝑥). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (1) 

           The network trains many times faster with the ReLU when 

compared with other non-linear functions, therefore the ReLU function 

can be considered the best choice [39]. The ReLU functionality and 

corresponding transfer function plotted is illustrated in Figure 2.9. 
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Figure 2.8: ReLU Plotted Function 

 

               
 

Figure 2.9: ReLU Functionality as a Pictorial Representation 

 

c) Pooling Layer 

              The subsampling layer, which is another name for the pooling 

layer, reduces the resolution of the features to provide robustness against  

blur and noise . The reduction can be achieved on both a spatial and 

temporal dimension by combining several neuron clusters at one layer into 

a single neuron in the next layer. First, the input is divided into non-

overlapping three-dimensional spaces, and then one of the pooling 

functions is applied [35],[40]. These functions done pooling are max 

pooling, mini pooling, and average pooling. Max\Mini pooling function 

selects the maximum\minimum value of the four values (clustering 

neurons) and average pooling functions calculate the average of the four 

values then averaging fraction rounds to the nearest integer in each region.  
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              The 3D CNN model's pooling layer deals with 3D clusters of 

neurons (3D and non-overlapping spaces). [30] [41]. Figure 2.10 illustrate 

pooling process. 

                           

Figure 2.10: Example of Max Pooling Operation. 

d) Fully Connected Layers 

               The last layers of CNN, called as fully connected layers, 

performed the classification phase. They have followed the convolution 

and pooling layers. These layers represent the traditional neural network 

which flattens the output of previous layers, which can be described 

mathematically by summing a weighting of the previous layer of features 

and then applying the specific activation function. The named fully 

connected comes from using all the elements of all the features of the 

previous layer in the computation of each element of each output feature. 

Figure 2.11 shows the general block diagram of the fully connected layer 

[18] [42]. 

             The output layer is the final fully layer responsible for make 

decisions and producing the class score directly. The sigmoid function is 

a more suitable activation function for the output layer with binary 

classification, sigmoid function is mathematically expressed as:  



 

26 

 

F(x) =
1

𝑒−𝑥
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2) 

 when with multi-class classification purpose, the Softmax function is a 

more suitable activation function [39]. 

 

     

                     Figure 2.11: The Architecture of Fully Connected Layers 

e) Dropout Layer  

             A dropout layer is a regularization technique commonly in deep 

learning models, to prevent overfitting[18]. It helps improve the 

generalization of the model by reducing the interdependence of neurons 

within a particular layer. To effectively control noise during the training 

process. The dropout refers to the dropping of some units into a neural 

network as illustrated in Figure 2.12. Dropping a unit randomly mean it is 

temporarily remove from the network with all its incoming  and outgoing 

links [43]. 
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Figure 2.12: The Dropout Layer 

f) Batch-Normalization (BN) Layer  

               The distribution of each input layer changes as the parameters of 

the previous layers change. The complexity of training deep neural 

networks is consequently increased. This slows down the training process 

by requiring lower learning rates and accurate parameterization, and 

therefore make training models very difficult. Internal covariate shift is 

the term used to describe this phenomenon, and fix it by normalizing layer 

inputs when building the normalization into the model architecture then 

give it strength, especially for each training mini-batch. Batch-

Normalization enables the use of a lot higher learning rates with less care 

in initialization, and it's  also eliminates the need to drop out in certain 

case, outperforming  of the original model with a large margin [44] [45] 

[46] . 

 

𝜇𝐵 =
1

𝑚
∑ 𝑥𝑖 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (3)

𝑚

𝑖=1
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𝜎𝐵
2 =

1

𝑚
∑(𝑥𝑖 − 𝜇𝐵)2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (4)

𝑚

𝑖=1

 

Where, B: the mini batch. M: the size of mini batch.𝑥𝑖: input. 𝜇: mean 

𝜎2: variance. 

For a d-dimensional input of a layer of the network, each dimension of its 

input is separately normalized, 

𝑥𝑖 =
𝑥𝑖 − 𝜇𝐵

√𝜎𝐵
2 + 𝜖

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (5) 

ꞓ is a very small value to avoid divided by zero. 

Then to restore the representation power of the network apply the 

following transformation: 

𝑦𝑖 = ϒ 𝑥𝑖 + 𝛽. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (6) 

Where the parameters ϒ and 𝛽 are subsequently learnt in the optimization 

process.  

The final activation from the unit with batch normalization can be get 

as[44]: 

     𝑎Ɩ = 𝑔Ɩ (𝐵𝑁(𝑊 ᶩ𝑎[Ɩ−1])) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. .(7) 

Where, 𝐵𝑁(𝑊 ᶩ𝑎Ɩ−1): is 𝑦𝑖  

W: is weights 

[Ɩ]: is the layer in the network 

  𝑎[Ɩ−1] is the input to a layer Ɩ 

𝑔Ɩ: is non-linearity activation function of 𝑙𝑎𝑦𝑒𝑟[Ɩ] 
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Algorithm (2.1): Batch-Normalize BN Layers 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.5 Regions of Interest (ROI) Detection 

               (ROI) detection is a computer vision technique that involves 

extraction of regions of an image or video that are of particular interest or 

relevance for analysis or processing. Usually, these regions contain 

objects or information that are the focus of a particular task, based on the 

features (facial features) that the proposed system uses, the face is the 

most interesting part to use the proposed system on. (ROI) detection plays 

Input: layer's input. 

Output: normalized layer's output. 

 Step 1: compute the activation function of the layer's input by apply: 

     𝑧[Ɩ] = 𝑔 (𝑊[ᶩ]𝑎[Ɩ−1]) 

Step 2: normalize z by do four equations as the following: 

a) Calculate mean (µ) of the mini-batch as equation (3). 

b)  Calculate variance (𝜎2)of the mini-batch as equation (4). 

c) Calculate 𝑥𝑖 by subtracting mean from z and subsequently 

dividing by standard deviation (𝜎2). A small number, epsilon 

(𝜖), is added to the denominator to prevent divide by zero as 

equation (5).  

d) Calculate 𝑦𝑖  by multiplying  𝑥𝑖   with scale ϒ and adding a 

shift 𝛽  and use 𝑦𝑖  place of a z of non-linearity (ReLU) input 

as equation (6). 

  Step 3: compute the final activation function by applying equation 

(7). 

End. 
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important  role in  a variety  fields, such as object detection, medical 

imaging, and surveillance [47].There are several methods of (ROI)such as  

 Scale-Invariant Feature Transform (SIFT). 

 Single Shot MultiBox Detector (SSD).  

 Haarcascade  

 Multi-task Cascaded Convolutional Networks (MTCNN). 

  
            Multi-task Cascaded Convolutional Networks (MTCNN) can 

detect faces with uncontrolled conditions images such as non-uniform 

illumination, height pose direction, face rotation, etc. [48] . 

2.6 Scaling\Resizing  Dimensionality 

            Image resizing, also known scaling, is one of the main operations 

in image processing to reduce or enlarge the image when doing resolution 

change [49]. 

           Changing the number of pixels contained in the image leads to 

controls on the physical size of this image by reducing or enlarging it. 

When an image is resized, its pixel information is modified, so that a 

reduction in image size results in the deletion of any unneeded pixel 

information, and an increase in the size of the image causes it to generate 

new pixels and add new information based on its best estimation [49]. 

             Image resizing employ Bi-Cubic Interpolation algorithm, and Bi-

Cubic Interpolation equation: 

ƒ (x, y) =  ∑ ∑ 𝑎𝑖𝑗𝑥𝑖𝑦𝑗

3

𝑗=0

3

𝑖=0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (8) 
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𝑎𝑖𝑗: are the coefficients determined by solving a system of equations based 

on the values of the surrounding grid points and their derivatives. 

i, j: from 0 to 3 in both dimensions, representing a 4x4 grid of neighboring 

points.             

           The equation can be expressed using the sixteen closest neighbors 

of point (x, y) to account for the sixteen coefficients from the sixteen 

equations in the sixteen unknowns, as in Equation (9). 

  𝑓(𝑥, 𝑦)  = [𝑥3 𝑥2 𝑥 1] [

𝑎3,3 𝑎3,2 𝑎3,1 𝑎3,0

𝑎2,3 𝑎2,2 𝑎2,1 𝑎2,0

𝑎1,3 𝑎1,2 𝑎1,1 𝑎1,0

𝑎0,3 𝑎0,2 𝑎0,1 𝑎0,0

] [

𝑦3

𝑦2

𝑦
1

] . . . . . . . . . (9) 

2.7 Normalization 

            Normalization is a common data preparation technique used in 

deep learning that may be regarded as important, normalization is a 

process for changing the range of pixel intensity values with 

normally viewed. The main goal of normalization is to ensure that all 

values share a certain property. The values of pixels between 0 and 255 

Presenting these raw format values to the neural network models, which 

deal with small weight values during input processing, may result in 

challenges during modeling such as when the model trains slower than 

expected. Therefore, prior preparation of the image pixel values is more 

beneficial[50].  

              There are many normalization techniques are there namely Min-

Max normalization, Z-score normalization and Decimal scaling 
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normalization [51]. In this work, normalization is done by Z-score 

normalization as seen in equation: 

𝑍 =
(𝑋 − 𝜇)

𝜎
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (10) 

Z: the new data. 

X: original value. 

μ: mean of data. 

σ: standard deviation of data. 

2.8 Evaluation Metrics  

               Evaluating any model is an essential part of any system. When 

evaluated with one metric, a model may produce a good skill score and 

satisfactory results, but when evaluated with other metrics, the results are 

unsatisfactory. Classification accuracy is used most of the times to 

measure the performance of a model, but this measure cannot represent 

the true judgment of a model. Therefore, multiple evaluation metrics, 

including Accuracy, Confusion Matrix, Logarithmic Loss,  recall, F1 

Score, Precision, and Mean Squared Error, must be utilized [52] [27].  

2.8.1 Accuracy 

                Accuracy is determined by dividing the number of correctly 

identified samples by the total number of samples in the testing dataset 

[53]. According to equation (11).    

Accurcy =
TP + TN

TP + TN + FP + FN
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (11) 
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TP: True Positive, TN: True Negative, FP: False Positive, FN: False 

Negative. 

2.8.2 Precision 

                 Precision measures the proportion of correctly predicted 

positive instances out of the total instances predicted as positive by the 

model[54].  It was computed in equation (12). 

Precision =
TruePositives

TruePositives + FalsePositives 
. . . . . . . . . . . . . . . . . . . . . . (12) 

2.8.3 Recall  

               It is computed by dividing the number of true positives by the 

sum of true positives and false negatives.  [53]. According to equation 

(13).   

Recall =
TruePositives

TruePositives + FalseNegatives 
. . . . . . . . . . . . . . . . . . . . . (13) 

2.8.4 F1 Score 

                The F1 Score is calculated using precision and recall measures 

to determine the accuracy of a test. F1 Score ranges between 0 and 1, with 

the greater value indicating superior performance [54]. According to 

equation (14).   

 

F_score =
2 ∗ Precision ∗ Recall

Precision + Recall 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (14) 
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2.8.5 Confusion Matrix CM  

              Confusion Matrix is one of the most  important  and common 

methods to describe the complete performance of the model [52]. Table 

2.1 represent the CM of binary classification model which have samples 

belongs to the two classes “YES or NO”, such that: True Positive (TP) is 

when the model predicted YES and the actual output was also YES, True 

Negative (TN) is when the model predicted NO and the actual output was 

NO, False Positive (FP) is when the model predicted NO and the actual 

output was YES, and False Negative (FN) is when the model predicted 

YES and the actual output was NO. [2].  

                                  Table 2.1: The Confusion Matrix  

2.8.6 K-Cross Validation  

               Cross validation is a commonly employed method for evaluating 

the performance of a predictive model. It assists with estimating how well 

a model will perform on unseen data [55]. 

               In K-fold cross-validation, the dataset is split into K subsets of 

equal size, or "folds". The model is trained and evaluated K times, each 

time, a different fold is used as the validation set while the remaining folds 

are used as the training set. Performance measurement, such as accuracy 

 Predictive model 

Yes No 

Actual class  

 

Yes  True Positive 

(TP) 

False Positive 

(FP) 

No  False Negative 

(FN) 

True Negative 

(TN) 
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or mean squared error, are computed each iteration. The final performance 

estimate is then obtained by averaging the results from all K iterations. 

             Overall, K-fold cross-validation is a valuable technique for model 

evaluation, helping in building more reliable and generalizable machine 

learning models. Figure 2.13 illustrates the process of 10-fold cross-

validation. 

 
Figure 2.13: Using 10 -Fold Cross-Validation Procedure 

2.9 Related Work  

                Facial kinship verification is an active area of research, with 

many studies focusing on the most effective techniques for extracting 

distinguishing characteristics used in existing kinship verification 

methods. 



 

36 

 

1. Xiaoting Wu et al.[56] proposed a Similarity Metric-based   

Convolution Neural Network (SMCNN) technique on KinFaceW-

I and KinFaceW-II datasets for kinship verification. The SMCNN 

structure utilizes two identical Convolution Neural Networks, each 

with eight layers. The L1 norm between two CNN outputs was 

calculated, and a decision was made using a learned threshold. The 

superior results are obtained with KinFaceW-II due to the cropped 

image sharing a comparable environment, such as chrominance and 

brightness. The verification accuracies were 72.7% in the 

KinFaceW-I dataset and 79.25% in the KinFaceW-II dataset. 

2. Chergui et al. [57] 2019 use (ResNet) for the feature extraction 

stage, in addition to our suggested pair feature extraction function 

and Rank Features (T test) to decrease the number of features 

through feature selection, and then uses the Support Vector 

Machine (SVM) to verify kinship decision. The verification 

accuracy was 87.16% on the Cornell Kin Face, 83.68% on the 

UBKin, 82.07% on the Familly101, 79.76% on the KinFaceW-I, 

and 76.89% on KinFaceW-II datasets respectively.   

3. Chergui et al. [58] in 2019 provided a method for extracting 

features that are based on combining several descriptors (Local 

Binary Patterns (LBP), Local Phase Quantization (LPQ), and 

Binarized Statistical Image Feature (BSIF)). The Multi-Block 

(MB) representation approach was used, and the effect of 

alternative feature representations for verifying kinship was 

examined to minimize the number of features selected using the 

TTest function. For kinship classification, a Support Vector 
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Machine (SVM) was used. This technique achieves kinship 

verification accuracy of 84.74% On Cornell KinFace, 82.74% on 

UBKin, 81.69% on KinFace-I, 80.12% on KinFace-II, and 78.16% 

on Familly 101, respectively. 

4. Nandy and Mondal [59] in 2019 proposed a Deep learning 

technique using Siamese Convolutional Neural Network 

Architecture for Facial Kinship Verification. And combine the two 

networks into a single output using a similarity metric and fully 

connected networks. Several similarity metrics were employed, 

including L1 norm, L2 norm, and Cosine Similarity, but the cosine 

similarity metrics outperforms than L1 and L2 metrics concerning 

accuracy because of effective and simple learning of the objective 

function. This network gives good accuracy. The verification 

accuracy was 67.66% on the FIW datasets. 

5. Van and Hoang [60] in 2019 uses Local Binary Pattern(LBP) for 

Kinship on different color space. Then, they calculated features 

based on (Chi-Square) distance and applied the Fisher score to 

discover important features. A Support Vector Machine is utilized 

for model training and prediction. The verification accuracy for the 

KinFaceW-I and the KinFaceW-II databases was 72.6% and 

81.8%, respectively. 

6. Zhang et al.[61] in 2019 Deep learning techniques have been 

presented for their promising performance. Using shape and 

appearance complementary information. Both are necessary when 

determining kinship from face photos. To train this model with 

limited Kinship data, the researchers used an adaptation-based two-
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phase training approach using large-scale face recognition data, 

with the verification accuracy (78.3%) on the KinFaceW-I dataset. 

7. Goyal & Meenpal [62] in 2019 used two descriptors (Local Binary 

Pattern(LBP) and Histogram of Gradient (HOG)) to identify salient 

features. Then, used a Support Vector Machine classifier to obtain 

an understanding of the retrieved face characteristics. The results 

showed that the (LBP_SVM) technique performed better than the 

(HOG_SVM) technique. On the KinFaceW-I dataset dataset, the 

LBP_SVM approach's mean accuracy was 75.57 %. On the 

KinFaceW-I dataset, the HOG_SVM technique had an average 

accuracy of 73.35 %. 

8. Mukherjee & Meenpal [63] in (2019) provided  a method to 

increase the accuracy of verifying kinship that relies on a compound 

Local Binary Pattern(CLBP) and  local feature-based discriminate 

analysis (LFDA). Long feature vectors were generated using these 

two techniques. The only methodology that accelerated the process 

and selected the best features was the entire feature vector-based 

LFDA feature selection method. A KNN classifier was used. They 

used the KinFaceW-I and KinFaceW-II datasets; the verification 

accuracy was 82.82 and 89.36, respectively. 

9. Felipe Crispim et al. [64] provided a technique of kinship 

verification using RGB-D Face Data in 2020. First, a database 

including 3D information and kinship annotations was collected, 

and depth information from normalized 3D reconstructions was 

combined with 2D images to create RGBD data. then, employ a 

Convolutional Neural Network and a Support Vector Machine for 
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classification and comparison. The CNN was evaluated on a 

commonly used two databases for kinship verification (KinFace W-

I and KinFace W-II) and the Kin3D dataset. The results suggest that 

adding depth information enhances the model's performance, 

increasing classification accuracy to 90%. 

10. Rachmadi et al.[65] uses a family-aware convolutional neural 

network (FA-CNN) to solve the problem of visual kinship 

verification in 2020. A family-aware network and a kinship 

verification network are added to the state-of-the-art facial 

recognition model to create the suggested classifier. The family-

aware network adjusts its weights by learning family-specific 

features using deep metric learning loss, whereas the kinship 

verification network uses softmax loss to learn the kinship 

verification issue. The average accuracy is 68.84% on the FIW 

dataset. 

11. Wu et al. [66] in 2021 presented a technique for localizing multiple 

facial feature points by employing a facial feature detector to 

extract SIFT descriptors around each facial feature point in a face 

picture. In conclusion, two methods, feature combination and 

distance metric learning, are employed to verify the relationship 

between two face photos, the verification accuracy was 73.8% on 

the KinFace W-I and 78.23% on the KinFace W-II datasets 

respectively. 

12. Yan and Song [67] proposed developed a Deep relational network 

that uses multi-scale information from face photos to verify kinship 

in 2021. Their model utilized two Convolutional Neural Networks 
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with shared parameters for every pair of face images in order to 

extract distinct scales of facial features. Their network used the 

benefits of convolutional computations to turn different parts of a 

face into different scale features at the same time. There were multi-

scale features used to give the network global and local 

information. Their accuracy on KinFaceW-I was 85.6% and on 

KinFaceW-II it was 88.8%. 

13. Zekrini et al.[68] proposed a technique for performing  reliable 

kinship verification based on the combination of two descriptors in 

2022. The Gradient Local Binary Patterns (GLBP) is first 

descriptor, which links gradient and textural information. The 

Histogram of Templates (HOT) is a shape descriptor. These 

features are used to define kinship ties in face photos, and SVM is 

employed to classify kinship, their verification accuracy was 76.99 

on the KinfaceW-II and 90.49 on the Cornell datasets, as shown in 

Table 2.2. In this thesis, a deep learning technique is used. 

        Table 2.2: The Related Works Summary. 

Authors Year Method Dataset Accuracy 

Wu et al. [56] 2019 SMCNN KinFaceW-I 

KinFaceW-II 

72.7 % 

79.25 % 

Chergui et al. [57]  2019 (ResNet) for the feature 

extraction +SVM 

Cornell KinFace 

UB KinFace 

Family 101  

KinFaceW-I 

KinFaceW-II 

87.16 % 

83.68% 

82.07% 

79.76% 

76.89 % 

Chergui et al. [58] 2019 (LBP, LPQ, BSIF) and 

the Multi-Block (MB) 

representation + SVM 

Cornell KinFace 

UB KinFace 

84.74 % 

82.89 % 

81.69 % 
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KinFaceW-I 

KinFaceW-II 

Family 101 

80.12 % 

78.16 % 

 Nandy and  

Mondal [59] 

2019 Using Siamese CNN. it 

consists of two parallel 

SqueezeNet Networks + 

cosine similarity. 

FIW dataset 67.66% 

Van & Hoang  

[60] 

2019 Use (LBP) for the feature 

extraction,Then the 

features are computed by 

(Chi-Square) then use 

feature selection + SVM. 

KinFaceW-I 

KinFaceW-II 

72.6% 

81.8% 

Zhang  et al. [61] 2019 Use (CNN) for deep 

appearance and shape 

feature extraction. 

KinFaceW-I 78.3% 

 Goyal and 

Meenpal [62] 

2019 Use (HOG, LBP) for the 

feature extraction + SVM 

KinFaceW-I 75.57% 

Mukherjee & 

Meenpal [63] 

2019 Use (CLBP) and (LFDA) 

+ KNN classifier. 

KinFaceW-I 

KinFaceW-II 

82.82% 

89.36% 

Crispim et al. [64] 2020 Collected the first 3D 

kinship database. Then, 

for classification, we use 

CNN and SVM. 

KinFaceW-I 

KinFaceW-II 

Kin3D 

75.85% 

85.6% 

90% 

Rachmadi et al. 

[65] 

2020 Uses (FA-CNN) classifier 

constructed based on 

FaceNet CNN 

architecture 

FIW 68.84% 

Wu et al. [66] 2021 Use SIFT, then utilize two 

different techniques, 

feature combination and 

component-based metric 

learning (CML) 

KinFaceW-I 

,KinFaceW-II 

73.8% 

78.23% 
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techniques, to verify 

kinship. 

Yan & Song [67] 2021 Deep relational network. KinFaceW-I 

KinFaceW-II 

85.6% 

88.8% 

Zekrini et al. [68] 2022 Combined features are the 

(GLBP), (HOT)+ SVM 

Kinface W-II 

Cornell datasets 

76.99 % 

90.49 % 



                                                                                                          

 

 

 

PROPOSED METHODOLOGY  
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3.1 Overview  

             This chapter presents the architecture of the proposed system to 

verifying the facial kinship by employing three Dimensional 

Convolutional Neural Networks (3D CNN). The proposed model consists 

of two main stages: the preprocessing stage then kinship verification 

stage, and each stage include multiple steps, which perform different 

functions. 

            There are additional processes implemented on the dataset, which 

is an evaluation process implemented to evaluate the performance of the 

proposed system depend on test data.       

3.2 Kinship Verification System Deployment Stages: 

          The main stages of building and using a proposed model, which 

can be seen in Figure 3.1, are:  

3.2.1 Data splitting (dataset division): 

               Preparing and dividing a dataset is an essential first stage in the 

machine learning model. It involves organizing and splitting the data into 

appropriate subsets to facilitate training, validation, and testing of models. 

Each dataset is divided into three subsets: training set, validation set, and 

test set. The training set is utilized to train the model, the validation set is 

utilized to modify hyperparameters and monitor the performance of 

model, and the test set is utilized to evaluate the final performance of 

model. 
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Figure 3.1: Main Stages of The Proposed System 
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3.2.2 Model Building: 

                Building an appropriate deep neural network with stacked 

suitable layers based on the data's characteristics and specific 

requirements of the facial kinship verification task. Figure 3.2 illustrates 

the Architecture of the Proposed 3D CNN. 

3.2.3 Model Training: 

               In this stage, the built model is trained on the training set. The 

model learns from the two facial input images and their corresponding 

output kinship labels, adjusting its internal parameters to minimize the 

prediction error. 

3.2.4 Hyperparameters Tuning: 

               3D CNN such as other deep neural network models have 

hyperparameters that control the learning process. Hyperparameters 

tuning involves finding the best combination of hyperparameters values 

that yield the optimal model performance on the validation set. Tuning the 

deep neural network Hyperparameter is called a dark art, so there are not 

find specific manners to choose and adjust them; therefore, the trial and 

error way is used. 

 

 

 

 

 

 



 

47 

 

 

Figure 3.2: Architecture of the Proposed 3D CNN  
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3.2.5 Model Evaluation (testing): 

              After training and tuning the model's hyperparameters, the model 

is evaluated on the test set. The model's performance is evaluated using a 

variety of evaluation metrics, including accuracy, recall, precision, F1-

score, confusion matrix, and K-fold cross-validation. 

3.2.6  System Deployment: 

             Once the model demonstrates satisfactory performance on the test 

set, it can be deployed in real-world applications to make testing on new, 

unseen data. During the deployment phase, the system can be integrated 

into a larger system or application.  

3.3 Proposed Model Architecture 

                   The proposed model is built in two major stages: the 

preprocessing stage and the kinship verification Stage. Each stage has 

many inner steps, as shown in Figure 3.3, and Algorithm (3.1) describes 

these work stages. 
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Figure 3.3: Block Diagram of The Proposed Model 
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Algorithm (3.1): The Proposed Work Stages 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input: 

      Input the number of samples, each sample contain two images. 

Output: 

     3D CNN model: kinship verification model, the decision for the 

kinship of two images is kin or not. 

 

Begin 

   Step 1: Data Preparation  

           Gather dataset of facial images labeled with kinship information       

           preprocess the facial images (scale by applying equation (8),and 

           normalization by applying equation (10)) and split the dataset 

           into Training dataset and Testing Dataset. 

   Step 2: 3D CNN model architecture 

a. Input: (pair facial image). 

b. Process. 

c. Output: (value close to 1 refer to kin, 0 refer to non-kin).    

   Step 3: Training the model and saved weights. 

   Step 4: Test the model 3D CNN and return the predicted class. 

   Step 5: Evaluation stage by applying equations (11), (12), (13), (14). 

End. 

 



 

51 

 

3.3.1 Pre-processing stage 

           In this stage prepares the input image to implemented on the 

proposed system by scaling and normalizing. This stage enables the 

generalization of the system for handle any input image. 

a) Resize (scale): Image scaling means resizing an image, which 

involves rebuilding it from one pixel grid to another, this is done in 

this step by decreasing or increasing the sum of all the pixels 

contained in an image, which brings it to (64X64). It is a more 

important step to make sure that the results are valid for all data and 

that the deep learning model can use them, it done according to 

Equations (8), (9) in Chapter 2. 

b)  Normalization: Image data pixel values are integer numbers 

between 0 and 255 that represent the intensity of the pixels. When 

processing inputs, neural network models must deal with small 

weight values. Large integer values may slow down or disrupt the 

learning process. Normalization is a process that changes the range 

of pixel intensity values. Normalization of values is done according 

to Equation (10) in Chapter 2. 

3.3.2 Kinship Verification Stage 

            Kinship Verification is done by artificial intelligent tools by using 

a 3D CNN model, the next stage implements a Classification for verifying 

facial kinship. This stage includes two major steps (feature extraction step 

and then classification step), both of them is constructed up of multiple 

layers that perform diverse functions depending on the goal of each layer. 

Table 3.1 illustrates a summary representation of the proposed system 
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architecture, which shows information about all layers and their order in 

the proposed system, the output shape and number of parameters 

(weights) associated with each layer, Additionally, the table provides the 

total number of proposed system parameters (weights). 

Table 3. 1: The Proposed System                            
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 The total parameters obtained from sum of all layers parameters except 

the parameters of batch normalization layer that is represent nontrainable 

parameters. 

3.3.2.1 Feature Extraction Step 

              The Feature Extraction step utilizes a three-dimensional 

Convolutional Neural Network (3D CNN) model for extracting the salient 

features from the input samples. It is constructed up of multiple layers, 

including 3D convolution layers, nonlinear layer, pooling layers, batch 

normalization layers, and dropout layers, that perform diverse functions 

depending on the goal of each layer. The saved weights are used to 

compute the output of each layer and fed to the next layer until the 

decision-making (model's output) in the last layer in order to determine 

whether the two input images have kinship or not. The feature maps that 

output from the Feature Extraction step are Flatten before inter to the last 

step (Classification step/ Kinship Verification Step). 

             This step consists of three convolution layer each one followed 

by one batch normalization layer and one subsampling layer and dropout 

layer. 3D convolution layers employ 3D kernels (filters) on two face 

images to determine important features then produce feature maps.  The 

number of filters represents the layer's depth and have size (32, 64, 128) 

respectively for the three convolution layers with kernel size (3, 3, and 3). 

The kernel coefficient values can be selected through the training process 

and were represented by the saved weights. 

              To represent non-linear layers, we use the "Rectified Linear 

Units (ReLUs) function" on all layers and the "sigmoid function" on the 
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output layer. These functions are used to find the robust features of all 

hidden layer. 

                 Batch normalization layers are added to the model to accelerate 

the training process and coordinate the update of multiple layers. The 

general process is sketched in Figure 3.4. 

 

Figure 3.4: Batch Normalization Sketch for Simple Network 

              Max-pool layer provides resilience against noise by decreasing 

the resolution of the features by passing a single neuron with maximum 

value in one layer from the clustered of several neurons in the previous 

layer using a max-pool function of clustered neurons. These clusters of 

neurons are made by dividing the input images into three-dimensional 

spaces that don't overlap. considering each space as a cluster, and 

selecting the maximum value for each cluster. Figure 3.5 illustrates Max 

Pooling process. 
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Figure 3.5:  The Max Pooling process 

3.3.2.2 Classification Step  

               Flatten layer flatten the output of previous layers and classify a 

samples of face images. This step is implemented by utilizing a fully 

connected layer, also known as a Dense layer, consisting of 300 neurons. 

These neurons employ the "ReLU" activation function. The final layer, 

known as the output or decision-making layer, is a fully connected layer 

that employs a sigmoid function to provide the final class. In 

Classification step, the Batch Normalization layer and Dropout layer also 

adds and followed FC layers.  

               Dropout layers are included in the proposed system to avoid 

overfitting and making generalizations on unseen data. During the 

training process, it chooses 50% of the neurons at random and sets their 

weights to zero. It is an easy way to reduce the model's sensitivity to noise 

while it is being trained, while keeping the required level of complexity 

for the architecture of the proposed system. 
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3.4 Model Evaluation 

              In the stage of model evaluation, the proposed model is evaluated 

utilizing the test dataset. The models of deep learning are stochastic. This 

indicates that these models contain variable processes at all times. So, the 

outcome leads to some randomness and some uncertainty by differing 

predictions with differing overall skills, despite the fact that the same data 

was used. Because DNNs have many parameters, they may over-fit the 

training data throughout the learning process. This means that the model 

performs excellent with training data but fails when generalizing to 

unseen data. This results in poor performance on new data (typically the 

test set). Therefore, the model is evaluated in two skills:   

3.4.1 Stochastic Model’s Skill Estimation (Model Stability 

Controlling): 

              It provides different results when training the same model with 

the same data and evaluating the non-stochastic model multiple times, 

then obtaining the mean value. The Log Loss, Confusion Matrix, 

Accuracy, Precision, Recall, and F1-Measure metrics are utilized to 

assess the proposed system. 

3.4.2 Model Skill Estimation (Model Variance Controlling):   

                When training the same model with different data, different 

results are obtained. Cross Validation is used to create more reliable 

evaluations. The process of training and testing is then repeated ten times, 

employing a 10-folds cross validation technique. 
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3.5 K-Folds Cross Validation 

               The cross-validation process measures a machine learning 

model's skill on unseen data by evaluating models on specified resampling 

data sets depending on a single parameter called k. 

               The proposed model is given k = 10, for each value of K, it split 

the dataset into Training (80%) +Validation (10%) = 90% and Testing = 

10% it run the algorithm (3.2), recording the performance of testing based 

on the metric employed (adopted accuracy). Finally, the result is 

represented by the average of the performance. 

Algorithm (3.2): 10-Fold Cross-Validation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Input: Total Dataset  

Output: final Testing accuracy.  

Step 1: Shuffle the dataset randomly  

Step 2: Determine the value of K as K is 10, Split the dataset  

          into k groups.  

Step 2: for each value of K:  

a) Select unique training and testing datasets by take the group                  

as testing set and the remaining groups as a training data set: 

              KFoldTesting = subset (Data) 

              KFoldTraining = subset (Data) 

      b) Train and record performance 

             KFoldPerformance[i] = Train (KFoldTraining, KFoldTesting) 

      c) Retain the evaluation score and discard the model 

Step 3: Summarize the performance skill of the model  

             TotalPerformance = ComputePerformance(KFoldPerformance)  

End. 
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              K-Folds Cross Validation provide a more reliable method for 

evaluating the performance of a model by decreasing the risk of 

overfitting and variance issues compared to using a single train-test split. 

3.6 Models Implementation 

                In the context of machine learning and AI models, there are two 

distinct phases that a model can be in during its operation. These are the 

learning mode and the testing mode. In many real-world scenarios, models 

are trained offline in learning mode and then deployed to make real-time 

predictions in testing mode, allowing for efficient and effective decision-

making processes in various applications. 

• The learning mode: Learning mode refers to the phase in which a 

machine learning model is being trained on a dataset to learn from the 

patterns and relationships that exist within the dataset to enable the model 

to produce accurate predictions on new, unseen data by learning from the 

training examples. 

              This mode includes the training and validation process. During 

this phase, the model is exposed to labelled data (data with known inputs 

and corresponding outputs) and adjusts its internal parameters and 

weights to reduce the error or differences between its predictions and 

actual outputs. The weights are continuously updated until the network 

converges to the minimum error using a loss function.  

                Following network stability, the validation process is 

implemented to validate the model on given validation data with 
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corresponding labels (which is regarded as a complemented part of the 

learning phase). The preserved training weights are used to prove the 

performance and accuracy of the trained model and to determine the 

model's ability to predict classification with new data. 

• Testing mode: This mode (also known as deployment mode) is the 

phase in which the trained machine learning model is put into practical 

use to generate classifications on unseen, new data. Once the proposed 

model has been trained in the learning mode, it is now ready to be 

deployed in real-world applications to perform the tasks it was designed 

for. 

               During testing mode, the model takes input data and produces 

an output based on the patterns it learned during the learning phase. The 

model's performance in this mode is evaluated based on how well it 

generalizes to new, previously unseen data, as this is the ultimate test of 

its effectiveness and reliability. 
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4.1 Overview  

              This chapter evaluates the implementation results after testing the 

effectiveness of the proposed system from the previous chapter using 

various parameter settings. It is important to note that each stage of the 

proposed system is evaluated independently. A public dataset is utilized 

to ascertain how this model will behave. The next sections show the 

datasets and system requirements that will be used with the proposed 

system. The outcomes of the proposed system are described in other 

sections. 

4.2 System Requirement 

              A computer system that has enough processing capacity is a basic 

requirement for the software or program that performs machine learning 

and deep learning on any given dataset. To implement the suggested 

system, the following will be used: 

 Hardware: 

 Central Processing Unit (CPU): Intel(R) Core (TM) i7-12700H (20 

CPUs) 2.7GHz. 

2. RAM: Samsung 16 GB.  

3. Graphics Processing Unit (GPU): NVIDIA GeForce RTX 3060 

Laptop GPU. 

 Operating System: Windows 11, 64 bit.  

 Programming Language: Python  
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4.3 Dataset 

          In this thesis, three benchmark datasets are used: the KinFaceW-I 

dataset, KinFaceW-II dataset (Lu et al., 2014), and FIW dataset (Robinson 

et al., 2016, 2018). 

KinFaceW-I: KinFaceW-I  dataset was created by Lu et al.[69]. It 

was collected over the Internet. The KinFace W-I has 1066 images 

and 533 pairs, respectively, the kin images in KinFaceW-I are 

cropped from various photographs, see Figure 4.1. The dataset 

obtained from the website: 

https://www.kinfacew.com/dataset/KinFaceW-I.zip 

         Dataset contains two folders; the first folder consists of the 

parents-children's images. and these images are arranged in four 

kinship relations: Father-Son (F-S), Father-Daughter (F-D), 

Mother-Son (M-S), and Mother-Daughter (M-D). The second 

folder is the metadata of these images and contains four files: 

father-dau, father-son, mother-dau, and mother-son, representing 

four different kinship relations: (F-D), (F-S), (M-D), and (M-S).  

          This database was collected from the web and captured under 

uncontrolled environments in terms of gestures, lighting, 

backgrounds, and expressions. This database contains four kin 

relations, 156 (F–S), 134 (F–D), 116 (M–S), and 127 (M-D) kinship 

pairs.  

 

 

https://www.kinfacew.com/dataset/KinFaceW-I.zip
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Figure 4.1 Part of The Kinship Pairs in KinFaceW-I dataset [69] 

 

KinFaceW-II: KinFaceW-II  dataset was created by Lu et al.[69]. 

It was collected over the Internet. The images in KinFaceW-II are 

cropped from the same photograph, Figure 4.2.  KinFace W-II has 

2000 images and 1000 pairs. The dataset obtained from the website: 

https://www.kinfacew.com/dataset/KinFaceW-II.zip  

           It contains two folders; the first folder consists of the 

parents-children's images. And the second folder is the metadata for 

these images. The KinFaceW-II dataset contains four kin relations 

https://www.kinfacew.com/dataset/KinFaceW-II.zip
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(F–S), (F–D), (M– S), and (M–D), 250 pairs of kinship images for 

each kin relation.  

 

Figure 4.2: KinFaceW-II Dataset [69] 

1) FIW Dataset: It contains a file for facial images, as shown in 

Figure 4.3, and a CSV file. The CSV file contains 3 columns: the 

first column is the path to face for subject 1, the second column is 

the path to face for subject 2, and the third column contains the label 

(1/0 means KIN or NON-KIN).  
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The FIW dataset [70], [71] is by far the largest and most complete 

kinship dataset for verifying kinship from facial images. FIW dataset 

is organized by the family tree structure. It includes several images of 

each family member from various time periods. FIW has first-, second-

, and same-generation relatives. FIW consists of 13,000 natural family 

photographs of 1,000 families. The image pairs distributed across 11 

relationships, as seen in Figure 4.3. The dataset obtained from the 

website: 

https://www.kaggle.com/datasets/anasusman/faces-in-the-wild-

fiw?resource=download 

FIW dataset is divided into three categories, the relationships       

include the following:  

a) There are four types of parent-child groups: father-daughter (F-D), 

father-son (F-S), mother-daughter (M-D), and mother-son (M-S). 

b) Three types of sibling groups: sister-sister (S-S), brother-brother 

(B-B), and brother-sister (SIBS). 

c) Four types of grandparent-grandchild groups: grandfather-

grandson (GF-GS), grandfather- granddaughter (GF-GD), 

grandmother-grandson (GM-GS), grandmother- granddaughter 

(GM-GD).  

 

https://www.kaggle.com/datasets/anasusman/faces-in-the-wild-fiw?resource=download
https://www.kaggle.com/datasets/anasusman/faces-in-the-wild-fiw?resource=download
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Figure 4.3:  Example Face Pairs of Each of The 11-Relationship Type In The FIW 

Dataset [71]. 

4.4 Kinship Verification System Deployment stages 

       The Kinship Verification model include several stages: 
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4.4.1 Data splitting (dataset division): 

              The proposed system is implemented on three datasets: the 

KinFaceW-I dataset, the KinFaceW-II dataset, and the FIW dataset. Each 

one is separated into two sub-datasets: 85% of the training and 15% of the 

testing datasets and then the training dataset also is split into 85% for the 

real training set and 15% for the validation set as seen in Figure 4.4. 

   

 

 

 

 

 

 

 

Figure 4.4: The Data Set Division 

4.4.2 Model Building: 

             Many experiments have been implemented to get the best result 

by changing some parameters such as the number of epochs, learning rate, 

and batch size. Additionally, adding or deleting layers. The 3D CNN 

model was built to verify kinship. The proposed model consists of 

Conv3D layers, Batch Normalization, MaxPooling3D layers, Dropout 

layers, and fully connected layers.   

Training Dataset 85% Testing Dataset 15% 

 

Actual Training 85% 

 

Validation Set 15% 

 

Total Dataset 
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4.4.3 Model Training: 

          The loss, accuracy, and mean square error functions are 

employed as metrics in the proposed model. Throughout the training 

and validation processes, these functions are employed. The proposed 

model is implemented in two phases: training stage and then testing 

stage. In the first phase the proposed model is trained using all of the 

available training data. During the training phase, each layer's weights 

are updated until the network converges on the lowest error, as 

measured by the mean square error. Following the model's stability, 

the validation process is implemented on validation datasets with 

labels and utilized the kept weights from the training phase to evaluate 

the performance of model and accuracy and decide if it is ready for 

testing the label of unseen dataset. 

        Figure 4.5 illustrates the proposed model's learning behavior on 

training and validated datasets in all epochs by showing the results of 

metrics employed in all epochs on the KinFaceW-II dataset, Figure 4.6 

for the KinFaceW-I dataset, and Figure 4.7 for the FIW dataset.   

 KinFaceW-II dataset 

F-S 
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F-D 

 
M-S 

  

M-D 

  
Figure 4.5: Accuracy and Loss Functions of Model KinFaceW -II 
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            By following of the learning behavior of the 3D CNN system 

during training and validating datasets in 40 epochs as seen in Figure 4.5, 

for four relations in KinFaceW-II dataset (F-S, F-D, M-S, M-D) we notice 

the efficiency of the system's performance by increasing accuracy rates 

and decreasing in loss of function. 

  KinFaceW-I dataset 

 F-S 

 

M-D 

 
Figure 4.6: Accuracy and Loss Functions of Model KinFaceW -I 
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 FIW dataset 

F-S 

 
F-D 

 
M-S 

 
M-D 
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Figure 4.7: Accuracy and Loss Functions of Model FIW 

4.4.4 Hyperparameters Tuning: 

                The hyperparameter constants used to construct our three-

dimensional convolutional neural network (3D CNN) model are described 

in this section. These values were utilized during both the initialization 

and training stages. The values of the hyper-parameters are displayed in 

Table 4.1. 

Table 4.1: The Utilized 3D CNN Model's Hyper-parameter Values. 

Hyper parameter Value 

Learning rate 0.001 

Batch size 32 

Metrics Accuracy 

Loss function binary_crossentropy 

Optimizer Adam 

Kernel size 3x3x3 

Activation function ReLU and Sigmoid 
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                The results of the experiments relative to the tuning of the 

model's hyperparameters (batch size, learning rate, and number of epochs) 

are illustrated in Table 4.2 for the choice of batch size, Table 4.3 for the 

choice of learning rate, and Table 4.4 for the choice of number of epochs.                        

Table 4.2: Batch Size Tuning of 3D CNN Model (For Sample M-S KinFace-II 

dataset) 

 

Batch size Mode Loss fun. MSE Accuracy 

16 

Training data 0.122 0.031 0.96 

Testing data 0.516 0.146 0.80 

32 

Training data 0.188 0.045 0.94 

Testing data 0.414 0.120 0.87 

64 

Training data 0. 326 0. 078 0.89 

Testing data 0. 556 0. 139 0.83 

  

Table 4.3: learning Rate Tuning of 3D CNN Model (for Sample (M-D KinFaceW-I)) 

 

learning rate Mode Loss fun. MSE Accuracy 

0.01 

Training data 0.240 0.052 0.93 

Testing data 1.056 0.223 0.77 

0.001 

Training data 0.219 0.051 0.94 

Testing data 0.505 0.146 0.82 

0.0001 

Training data 0.516 0.174 0.70 

Testing data 0.530 0.184 0.69 
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Table 4.4: The Proposed Model Experimental Results in Training and Testing Set 

(For Sample (M-D KinFaceW-I)) 

 

No. of epochs Mode Loss fun. MSE Accuracy 

10 

Training data 0.421 0.126 0.83 

Testing data 0.690 0.227 0.74 

20 

Training data 0.400 0.119 0.83 

Testing data 0.585 0.200 0.69 

30 

Training data 0.299 0.088 0.88 

Testing data 0.740 0.251 0.66 

40 

Training data 0.219 0.051 0.94 

Testing data 0.505 0.146 0.82 

50 

Training data 0.238 0.054 0.93 

Testing data 0.638 0.164 0.74 

60 

Training data 0.178 0.032 0.95 

Testing data 0.704 0.200 0.76 

70 

Training data 0.229 0.045 0.94 

Testing data 1.034 0.209 0.76 

 

             The best accuracy of testing was obtained when used learning rate 

was changed to 0.001 and the optimizer was Adam. When the number of 

epochs reaches 40 epochs, and the batch size is 32. 
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4.4.5 Evaluation (testing) 

               During the evaluation phase, the proposed model is evaluated by 

utilizing the test data. Using performance metrics including Precision, 

Accuracy, F1-Measure, Confusion Matrix, and Recall, the proposed 

model is assessed, for the KinFaceW-II, KinFaceW-I, and FIW dataset. 

1-KinFaceW-II 

                Table 4.5 displays the facial kinship verification system's 

performance metrics, while Table 4.6 displays the confusion matrix. 

Table 4.5: System's Performance Metrics for Kinship Verification on KinFace-II. 

Data (Kinship) Accuracy Recall Precision F1-score 

F-S 93% 93.5% 93.5% 93.5% 

F-D 91% 90.5% 90.5% 91% 

M-D 93% 93.5% 93% 93% 

M-S 87% 85.5% 87% 86% 

 

Table 4.6: The Confusion Matrix CM 

a) F-S 

    N =75 Predicted model 

No Yes 

Actual 

class 

No 33 3 

Yes 2 37 

 

b) F-D 

    N =75 Predicted model 

No Yes 

Actual 

class 

No 34 2 

Yes 5 34 
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c) M-D 

    N =75 Predicted model 

No Yes 

Actual 

class 

No 40 3 

Yes 2 30 

 

d) M-S 

    N =75 Predicted model 

No Yes 

Actual 

class 

No 40 3 

Yes 7 25 

 

               These metrics give a comprehensive understanding of how well 

the model is performing in both positive and negative prediction tasks. In 

this case, the model seems to perform well, with relatively high accuracy, 

precision and recall values, indicating it is making accurate predictions 

for both classes. 

                Table 4.7 displays the 10-fold cross-validation implemented 

with the proposed kinship verification model and the experimental results. 
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Table 4.7: The 10-fold cross-validation of Proposed System in KinFaceW-II 

Dataset 
Accuracy of each fold 

model accuracy 
Kinship 1 2 3 4 5 6 7 8 9 10 

KinFaceW-II F-S 76.74% 83.72% 81.39% 93.02% 88.37% 92.85% 97.61% 100.0% 100.0% 100.0% 91.37% (+/- 8.05%) 

KinFaceW-II F-D 74.41% 72.09% 93.02% 83.72% 95.34% 100.0% 95.23% 100.0% 100.0% 100.0% 91.38% (+/- 8.24%) 

KinFaceW-II M-S 74.41% 90.69% 88.37% 88.37% 93.02% 90.47% 100.0% 97.61% 95.23% 100.0% 91.82% (+/- 7.14%) 

KinFaceW-II M-D 72.76% 73.74% 90.69% 93.02% 90.69% 95.23% 100.0% 100.0% 95.23% 100.0% 91.14% (+/- 8.68%) 
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          2-KinFaceW-I 

               Table 4.8 shows the system's performance metrics for kinship 

verification, while Table 4.9 shows the confusion matrix. 

              Table 4.8: The Evaluation Measures Values on KinFaceW-I  

Data (Kinship) Accuracy Recall Precision F1-score 

F-S 85% 85% 84.5% 84.5% 

F-D 85% 85.5% 85.5% 85.5% 

M-S 83% 82% 83.5% 82.5% 

M-D 82% 82.5% 84% 82% 

 

Table 4.9: The Confusion Matrix CM 

a) F-S 

    N=47 Predicted model 

No Yes 

Actual 

class 

No 24 4 

Yes 3 16 

 

 
b) F-D 

    N=41 Predicted model 

No Yes 

Actual 

class 

No 18 4 

Yes 2 17 
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c) M-S 

    N=35 Predicted model 

No Yes 

Actual 

class 

No 17 2 

Yes 4 12 

d) M-D 

    N=39 Predicted model 

No Yes 

Actual 

class 

 

No 18 1 

Yes 6 14 

 

 

          The 10-fold cross-validation implemented with the proposed 

kinship verification model and the experimental results can be represented 

in Table 4.10. 
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Table 4.10: The 10-Fold Cross-Validation of Proposed System in KinFaceW-I 

Dataset 
Accuracy of each fold model accuracy 

Kinship 1 2 3 4 5 6 7 8 9 10  

KinFaceW-I F-S 68.75 65.62 77.41 93.54 87.09 93.54 100.0 93.54 93.54 100.0 87.31% (+/- 11.79%) 

KinFaceW-I F-D 70.25% 74.07% 62.96% 66.66% 92.59% 88.88% 95.29% 92.59% 90.0% 100.0% 83.33% (+/- 15.11%) 

KinFaceW-I M-S 70.23% 80.76% 61.53% 87.46%   83.99% 72.00% 100.0% 92.00% 83.99% 95.99% 
82.80% (+/- 11.60%) 

 

KinFaceW-I M-D 65.38 88.46 73.07 96.15 100.0 83.99 95.99 92.00 100.0 92.00 ) %88.71 +/-10.94%) 
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   3-FIW dataset 

               Table 4.11 shows the system's performance metrics for facial 

kinship verification, while Table 4.12 shows the confusion matrix. 

Table 4.11: The Evaluation Measures Values on FIW Dataset 

Data (Kinship) Accuracy Recall Precision F1-score 

F-S 77% 77.5% 77.5% 77% 

F-D 75% 74.5% 74.5% 74.5% 

M-S 77% 77% 77.5% 77% 

M-D 73% 72.5% 73% 73% 

 
 

Table 4.12: The Confusion Matrix CM 

a) F-S 

   N=2725 Predicted model 

No Yes 

Actual 

class 

No 1114 251 

Yes 371 989 

b) F-D 

    N =2256 Predicted model 

No Yes 

Actual 

class 

No 846 311 

Yes 264  835 

c) M-S 

    N=2221 Predicted model 

No Yes 

Actual 

class 

 

No 836 281 

Yes 228 876 
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d) M-D 

    N=2160 Predicted model 

No Yes 

Actual 

class 

No 836 245 

Yes 340 739 

 

4.5 Comparison with State-of-the-Art Models     

              The comparison with other state-of-the-art methods in 

KinFaceW-II is illustrated in Table 4.13, KinFaceW-I in Table 4.14, and 

FIW in Table 4.15. 

Table 4.13: A Comparison of The Proposed Approach with Other State-Of-The-

Art Methods in Kinfacew-II Dataset. 

Author  Method F-D F-S M-D M-S Accuracy 

Wu et al. [56] SMCNN 79% 75% 85% 78% 79.25 % 

Chergui et 

al.[57]  
ResNet+SVM 76.53% 77.69% 77.13% 76.21% 76.89% 

Van & 

Hoang [60] 
(LBP)+SVM 82% 87% 87% 71% 81.8% 

Zekrini et al. 

[68] 

(GLBP), 

(HOT)+ SVM 
84.66% 76% 75.33% 78% 76.99 % 

The proposed 

model 
3D CNN 91% 93% 93% 87% 91% 
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Table 4.14: A Comparison of The Proposed Approach with Other State-Of-The-

Art Methods in KinFaceW-I 

Author Method F-S F-D M-S M-D Accuracy 

Chergui et al. [57] ResNet+SVM 81.11% 79.25% 78.03% 80.65% 79.76% 

Goyal and 

Meenpal  [62]  

HOG, 

LBP+SVM 
75.6 % 77.8% 73.3% 75.6% 75.57% 

Crispim et al. [64] CNN+SVM 
 

69.2 

 

77.8 

 

72.6 

 

83.8 75.85% 

The proposed 

model 
3D CNN 85% 85% 83% 82% 83.75% 

 

Table 4.15: A Comparison of The Proposed Approach with Other State-Of-The-

Art Methods In FIW 

Author Method F-S F-D M-S M-D Accuracy 

Nandy and  

Mondal [59] 
CNN 68.74% 62.53% 67.95% 69.84% 67.265% 

Rachmadi et al. 

[65] 

Uses (FA-

CNN) model 
69.59 % 

 

70.13% 

 

 

71.90% 

 

 

72.89% 

 

71.1275% 

The proposed 

model 
3D CNN 77% 75% 77% 73% 75.5% 

 

           The proposed system's results (3D CNN) are compared with the 

related works on the same datasets (KinFaceW-I dataset, KinFaceW-II 

dataset, and FIW dataset) for facial kinship verification, and the results 

show high accuracy compared with other methods such as SMCNN, CNN 

model, ResNet, LBP, and the (FA-CNN) model. 

            Additionally, the proposed model was applied to the seven 

relations in the FIW dataset, and the result is shown in Table 4.16. 
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Table 4.16: The Accuracy (%) on The Eleven Relationships of the FIW Dataset 

Kinship (FIW)  Accuracy 

F-S 77% 

F-D 75% 

M-S 77% 

M-D 73% 

B-B 98% 

S-S 72% 

SIBS 67% 

GF-GD 79% 

GF-GS 73% 

GM-GD 81% 

GM-GS 83% 
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5.1 Conclusion 

           During the period of this work, there were several notes that can be 

concluded as outcomes of this study:      

1. The proposed system 3D CNN presented in this thesis performs 

facial kinship verification based on determining efficient feature 

maps. The employment of deep learning to extract high-level image 

features from the input samples (two images) by implementing a 

series of non-linear operations, then classifying these input samples 

(two images) depending on the extracted feature. Spatial-temporal 

information of the two image is exploited using a 3D CNN, this 

temporal information represents the number of images and can be 

considered to make an efficient decision of kinship verification as 

well as the proposed system's better accuracy and loss functions 

than a system based on 2D CNN model. The comparison and 

outperformance of the 3D CNN system can be seen, which proves 

the accuracy enhancement with 3D CNN as shown in the 

experimental results. 

2. process more than one image at the same time by using three-

dimensional convolutional neural network (3D CNN) lead to detect 

the facial salient features as well as tracking these features through 

all input images and extract the related unique facial one in the same 

model and same time, which theoretically leads to reduce the 

processing time and complexity.  

3. Applying normalization to the dataset leads to increased accuracy 

of the model. 
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4. Adding batch Normalization and a Dropout layer leads to reduce 

the overfitting in 3D CNN model. 

5. The ReLU activation function integrated with the (3D CNN) is used 

to extract salient features and neglect the weak features, therefore 

can deal with different lighting conditions. The ReLU does that by 

removing all the black elements from the sequence of frames and 

keeping only those carrying a positive value.  

5.2 Future Work  

           There are several future directions that can be suggested. These are 

some of these directions: 

1. In the future, the proposed model can be developed to determine 

the level/degree of kinship of the input images. 

2. Map Reduce concept can be used to apply the proposed model in 

real time.  

3. Region Of Interest (ROI) can be used to extract the face image from 

the image or video, in the real world. 
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 الخلاصة

الوجه البشري على ثروة من المعلومات التي تتأثر بالوراثة، لذلك غالب ا ما يتشارك أفراد الأسرة يحتوي            

في سمات وجه مشتركة بسبب قرابتهم. يعد التحقق من القرابة مشكلة صعبة في العديد من التطبيقات المهمة، مثل 

حقق من القرابة أداة قوية في تحقيقات علم الطب الشرعي، والقياسات الحيوية، والتعرف على الوجوه. يوفر الت

الطب الشرعي، مما يساهم في حل قضايا الأشخاص المفقودين، وتحليل وسائل التواصل الاجتماعي، وأبحاث 

الأنساب، والدراسة التاريخية. على الرغم من أن اختبار الحمض النووي هو الوسيلة الأكثر دقة للتحقق من 

استخدامه في العديد من السيناريوهات، مثل المواقف التي تتطلب معالجة في  القرابة، إلا أنه للأسف لا يمكن

الوقت الفعلي أو التطبيقات التي يكون لدينا فيها مستخدمون غير متعاونين، كما أنه مكلف أيض ا. الهدف الرئيسي 

رتي وجهين من هذه الأطروحة هو التحقق مما إذا كان هناك شخصان لديهما صلة قرابة من خلال تحليل صو

.                                           مع ا، واستخراج سمات العلاقة بينهما، ومن ثم تحديد ما إذا كان لديهم قرابة أم لا  

ا للتحقق من القرابة يعتمد على التعلم التلقائي للميزات التمييزية من صو              ريقدم النظام المقترح نظام 

بكة عصبية تلافيفية ثلاثية الأبعاد ذات بنية جديدة. يتكون هذا النظام من مرحلتين رئيسيتين: الوجه باستخدام ش

مرحلة المعالجة المسبقة ومرحلة إثبات القرابة، وتتضمن كل مرحلة خطوات متعددة تؤدي وظائف مختلفة. في 

كة العصبية العميقة عن طريق مرحلة المعالجة المسبقة، يتم إعداد الصور المدخلة لتكون مناسبة لنموذج الشب

قياسها وتطبيعها. يتم تنفيذ مرحلة التحقق من القرابة لتوفير قرار القرابة في خطوتين: خطوة استخراج السمات 

لاتخاذ  صنيفلاستخراج ملامح الوجه البارزة وكذلك تتبع هذه السمات في صورتين مدخلتين، ومن ثم خطوة الت

   .                                                                                          قرار بشأن تلك الصور: قريب أم لا

ثلاثية الأبعاد حققت نتائج واعدة مقارنة بالعديد من الأساليب  CNNكشفت التجارب المكثفة أن شبكة             

% في مجموعة 91، وKinFaceW-Iبيانات % في مجموعة 83.75. وصلت دقة النظام المقترح إلى الحديثة

 .FIW% في مجموعة بيانات 75.5، وKinFaceW-IIبيانات 

              

                                                                               



 

 

 

 

 

 

 

 

       

 

       

 

 

 

 

 

 

التحقق من أدلة قرابة الوجه للمساعدة في تحقيقات الطب الشرعي  

ناء  على الشبكات العصبية العميقةب  
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